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Abstract—Support vector machine (SVM) considers all data points with the same importance in classification problems, therefore SVM is very sensitive to noisy data or outliers. Current fuzzy approach to two-class SVM introduces a fuzzy membership to each data point in order to reduce the sensitivity of less important data, however computing fuzzy memberships is still a challenge. It has been found that the performance of fuzzy SVM highly depends on the computation of fuzzy memberships, hence in this paper, we propose a new method to compute fuzzy memberships and we also extend the fuzzy approach for two-class SVM to one-class SVM. Experiments performed on a number of popular data sets show that current fuzzy SVMs show promising classification results.

I. INTRODUCTION

Current support vector machine (SVM) is sensitive to noise and outliers because SVM assumes all data points have the same importance in classification problems. In order to address this problem, a fuzzy approach was introduced to reduce the sensitivity of less important data [6]. This approach assigns a fuzzy membership value as a weight to each training data point and uses this weight to control the importance of the corresponding data point. A similarity measure function to compute fuzzy memberships were introduced in [9]. However, they had to assume that outliers should be somewhat separate from the normal data. A recent investigation [7] has investigated the effect of the trade-off parameter \( C \) to the model of conventional two-class SVM and introduced a triangular membership function to set higher grades to the data points in regions containing data of both classes. However this method could be applied with some assumptions involved and hence computing fuzzy memberships is still a challenge. It has been found that the performance of fuzzy SVM highly depends on the determination of fuzzy memberships therefore in this paper, we propose a new method to compute fuzzy memberships for the current fuzzy two-class SVM and we also extend the fuzzy approach as well as the computation method to one-class and multi-class SVMs. In our viewpoint, regions in feature space containing data points of different classes are more important than other regions containing data points of one class only. Fuzzy memberships of data points in those mixed regions should have the highest membership value and data points in other regions should have lower fuzzy membership values. We propose to use a fuzzy clustering technique to determine clusters in mixed regions and fuzzy memberships for other data points are determined by their closest cluster accordingly. Experiments performed on a number of public data sets using fuzzy \( \epsilon \)-means clustering technique for fuzzy SVM show that the proposed fuzzy membership computation technique can provide promising classification rates.

The paper is organised as follows. Section 2 reviews current SVMs. Section 3 reviews fuzzy SVM for two-class classification. Section 4 presents our proposed fuzzy SVMs and explains how to compute fuzzy memberships in Section 5. Section 6 presents experimental results on popular data sets and a conclusion is given in Section 7.

II. CURRENT SVMs

A. One-Class Support Vector Machine (OCSVM)

A hyperplane is determined to separate all normal data and at the same time maximise the margin between the normal data and the hyperplane [14]. OCSVM can be modelled as follows

\[
\min_{w, \rho} \left( \frac{1}{2}||w||^2 - \rho + \frac{1}{\nu s} \sum_{i=1}^{s} \xi_i \right)
\]

subject to

\[
w^T \phi(x_i) \geq \rho - \xi_i \quad i = 1, \ldots, s
\]

\[
\xi_i \geq 0, \quad i = 1, \ldots, s
\]

where \( w \) is the normal vector of the hyperplane, \( \rho \) is the margin, \( \nu \) is a positive constant, \( x_i, i = 1, \ldots, s \) are data points, \( \xi_i, i = 1, \ldots, s \) are slack variables, and \( \phi(.) \) is a kernel function.

The decision function is \( f(x) = \text{sign}(w^T \phi(x) - \rho) \). The unknown \( x \) is a normal data point if \( f(x) = +1 \) or an abnormal data point if \( f(x) = -1 \).

B. SVM Classification (SVMC)

SVMC was originally proposed to deal with the balanced data sets [15]. However, by selecting two appropriately proportional trade-off parameters, it can be used to deal with imbalanced datasets. Let \( x_i, i = 1, \ldots, m_1 \) be normal data points with label \( y_i = +1 \) and \( x_i, i = m_1 + 1, \ldots, s \) be abnormal data points with label \( y_i = -1 \), and \( m_2 = s - m_1 \). SVMC can be modelled as follows

\[
\min_{w, b} \left( \frac{1}{2}||w||^2 + C_1 \sum_{i=1}^{m_1} \xi_i + C_2 \sum_{i=m_1+1}^{s} \xi_i \right)
\]
subject to
\[ y_i[w^T \phi(x_i) + b] \geq 1 - \xi_i \quad i = 1, \ldots, s \]
\[ \xi_i \geq 0, \quad i = 1, \ldots, s \]
where \( C_1, C_2 \) and \( b \) are real numbers. The decision function is \( f(x) = sign(w^T \phi(x) + b) \).

C. Support Vector Data Description (SVDD)

SVDD [15] aims at drawing an optimal hypersphere containing normal data. Abnormal data are outside this hypersphere. The optimisation problem is as follows

\[ \min_{R, c, \xi, \rho} \left( R^2 + C_1 \sum_{i=1}^{m_1} \xi_i + C_2 \sum_{i=m_1+1}^{s} \xi_i \right) \]

subject to
\[ ||\phi(x_i) - c||^2 \leq R^2 + \xi_i \quad i = 1, \ldots, m_i \]
\[ ||\phi(x_i) - c||^2 \geq R^2 - \xi_i \quad i = m_i + 1, \ldots, s \]
\[ \xi_i \geq 0, \quad i = 1, \ldots, s \]

where \( R \) and \( c \) are radius and centre of the hypersphere, respectively. The decision function is \( f(x) = sign(R^2 - ||\phi(x) - c||^2) \).

D. Small Sphere & Large Margin (SSLM)

The SSLM approach combines the ideas of OCSVM and conventional two-class SVM [18] in minimising a hypersphere containing all normal data and simultaneously maximising the margin which is the distance from outliers (abnormal data) to the surface of the optimal hypersphere. This SSLM approach can be formulated by the following optimisation problem:

\[ \min_{R, c, \xi, \rho} \left( R^2 - \nu \rho^2 + \frac{1}{\nu_1 m_1} \sum_{i=1}^{m_1} \xi_i + \frac{1}{\nu_2 m_2} \sum_{i=m_1+1}^{s} \xi_i \right) \]

subject to
\[ ||\phi(x_i) - c||^2 \leq R^2 + \xi_i \quad i = 1, \ldots, m_i \]
\[ ||\phi(x_i) - c||^2 \geq R^2 - \rho^2 - \xi_i \quad i = m_i + 1, \ldots, s \]
\[ \xi_i \geq 0, \quad i = 1, \ldots, s \]

where \( \nu, \nu_1 \) and \( \nu_2 \) are three positive constants, \( \rho^2 \) is outside margin (distance from abnormal data to the surface of the hypersphere).

It can be seen that minimising the cost function (7) will make the radius \( R \) as small as possible and the margin \( \rho^2 \) as large as possible. Therefore this approach is called Small Sphere and Large Margin (SSLM). The hypersphere only surrounds the positive class (normal data) and SSLM aims to find a large margin between this hypersphere and the abnormal data points. The decision function is \( f(x) = sign(R^2 - ||\phi(x) - c||^2) \).

III. Fuzzy Approach to Two-Class SVM

Although SVM is a powerful tool for solving classification problems, there are still some limitations. Each data point belongs to either one class or the other and all training points of a class are treated uniformly. In many real-world applications, it is often that some data points are more important than others in the classification problem. To overcome this problem, a fuzzy approach to SVM introduces fuzzy membership \( \lambda_i \) assigned to each data point \( x_i \) as seen in the following optimal hyperplane problem [10]

\[ \min_{w, b} \left( \frac{1}{2} ||w||^2 + C \sum_{i=1}^{s} \lambda_i \xi_i \right) \]

subject to
\[ y_i[w^T \phi(x_i) + b] \geq 1 - \xi_i, \quad i = 1, \ldots, s \]
\[ \xi_i \geq 0, \quad i = 1, \ldots, s \]

where \( \lambda_i \) is fuzzy membership of data point \( x_i \). This fuzzy SVM is applied to sequential learning and fuzzy membership is considered as a function of time \( \lambda_i = f(t_i) \), where \( t_i \) is the time the data point \( x_i \) arrived in the system. In classification problems, Lee et al. [9] introduced a similarity measure function to compute fuzzy memberships. However, they had to assume that outliers should be somewhat separate from the normal data. Recently Hsu et al. [7] have investigated the effect of the trade-off parameter \( C \) to the model of conventional two-class SVM and introduced a triangular membership function to set higher grades to the data points in mixed regions.

IV. NEW FUZZY SVMs

A fuzzy approach to both SVDD and SSLM will be presented in this section. We will present a general form for SVDD and SSLM then our fuzzy approach to this general form. We then extend this fuzzy approach to OCSVM and SVMC.

A. A General Form for SVDD and SSLM

The equations (6) and (8) can be rewritten as follows

\[ y_i||\phi(x_i) - c||^2 \leq y_i R^2 + \xi_i, \quad i = 1, \ldots, s \]
\[ y_i||\phi(x_i) - c||^2 \leq y_i R^2 + z_i \rho^2 + \xi_i, \quad i = 1, \ldots, s \]

where \( z_i = \min \{0, y_i \} \). The optimisation problem for both SVDD and SSLM can be written as follows

\[ \min_{R, c, \xi, \rho} \left( R^2 - \nu \rho^2 + \frac{1}{\nu_1 m_1} \sum_{i=1}^{m_1} \xi_i + \frac{1}{\nu_2 m_2} \sum_{i=m_1+1}^{s} \xi_i \right) \]

subject to
\[ y_i||\phi(x_i) - c||^2 \leq y_i R^2 + z_i \rho^2 + \xi_i, \quad i = 1, \ldots, s \]
\[ \xi_i \geq 0, \quad i = 1, \ldots, s \]
\[ z_i = \min \{0, y_i \}, \quad i = 1, \ldots, s \]

It is seen that if \( \nu = 0, z = 0, \frac{1}{\nu_1 m_1} = C_1, \frac{1}{\nu_2 m_2} = C_2 \) then (12) and (13) become (5) and (6) for SVDD. If \( z_i = \min \{0, y_i \}, i = 1, \ldots, s \), we have the equations (7) and (8) for SSLM.
B. Fuzzy SVDD and Fuzzy SLM

The fuzzy optimisation problem for both SVDD and SLM is proposed as follows

\[
\min_{\alpha, \xi, \rho} \left( R^2 - \nu \rho^2 + \frac{1}{\nu_1 m_1} \sum_{i=1}^{m_1} \lambda_i \xi_i + \frac{1}{\nu_2 m_2} \sum_{i=m_1+1}^{s} \lambda_i \xi_i \right) \tag{14}
\]

subject to

\[
y_i \| \phi(x_i) - c \|^2 \leq y_i R^2 + z_i \rho^2 + \xi_i \quad i = 1, \ldots, s \tag{15}
\]

\[
\xi_i \geq 0, \quad i = 1, \ldots, s \tag{15}
\]

\[
z_i = \min \{0, y_i\}, \quad i = 1, \ldots, s \tag{15}
\]

where weights \( \lambda_i \in [0, 1], \ i = 1, \ldots, s \) are regarded as fuzzy memberships. The corresponding Lagrange is written as follows

\[
L(R, c, \xi, \alpha, \beta) = R^2 - \nu \rho^2 + \frac{1}{\nu_1 m_1} \sum_{i=1}^{m_1} \lambda_i \xi_i + \frac{1}{\nu_2 m_2} \sum_{i=m_1+1}^{s} \lambda_i \xi_i + \sum_{j=1}^{s} \alpha_j (y_j \| \phi(x_j) - c \|^2 - y_j R^2 - z_j \rho^2 - \xi_j) - \sum_{k=1}^{\nu} \beta_k \xi_k \tag{16}
\]

where \( \alpha_i \geq 0 \) and \( \beta_i \geq 0 \) are Lagrange multipliers. Setting derivatives of \( L(R, c, \xi, \alpha, \beta) \) with respect to primal variables to 0, we obtain the dual form

\[
\min_{\alpha} \left( \sum_{i=1}^{s} \sum_{j=1}^{s} \alpha_i \alpha_j y_i y_j K(x_i, x_j) - \sum_{i=1}^{s} \alpha_i y_i K(x_i, x_i) \right) \tag{17}
\]

subject to

\[
0 \leq \alpha_i \leq \frac{\lambda_i}{\nu_1 m_1}, \quad i = 1, \ldots, m_1 \tag{18}
\]

\[
0 \leq \alpha_j \leq \frac{\lambda_j}{\nu_2 m_2}, \quad j = m_1 + 1, \ldots, s \tag{18}
\]

\[
\sum_{i=1}^{s} \alpha_i = 1, \quad \sum_{i=1}^{s} \alpha_i = 2 \nu + 1 \tag{18}
\]

The dual form is also a quadratic optimization problem and has the same form as the dual of the \( \nu \)-SVM [13], thus it can be solved with the \( \nu \)-SVM solver in the LIBSVM software [5]. The parameters \( R, c \) and \( \rho \) are calculated as follows

\[
R^2 = \frac{1}{n_1} P_1 \tag{19}
\]

\[
||c||^2 = \sum_{i=1}^{s} \sum_{j=1}^{s} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \tag{19}
\]

\[
\rho^2 = \frac{1}{n_2} P_2 - \frac{1}{n_1} P_1 \tag{19}
\]

where

\[
n_1 = |S_1|, \quad n_2 = |S_2| \tag{19}
\]

\[
S_1 = \left\{ x_i \mid 0 < \alpha_i < \frac{\lambda_i}{\nu_1 m_1}, \quad 1 \leq i \leq m_1 \right\} \tag{19}
\]

\[
S_2 = \left\{ x_j \mid 0 < \alpha_j < \frac{\lambda_j}{\nu_2 m_2}, \quad m_1 + 1 \leq j \leq s \right\} \tag{19}
\]

\[
P_1 = \sum_{x_i \in S_1} \left[ K(x_i, x_i) + ||c||^2 - 2 \sum_{k=1}^{s} y_k \alpha_k K(x_k, x_i) \right] \tag{20}
\]

\[
P_1 = \sum_{x_i \in S_2} \left[ K(x_i, x_i) + ||c||^2 - 2 \sum_{k=1}^{s} y_k \alpha_k K(x_k, x_i) \right] \tag{20}
\]

To classify an unknown data point \( x \), the following decision function is used

\[
f(x) = \text{sign} \left( R^2 - ||c||^2 - K(x, x) + 2 \sum_{k=1}^{s} \alpha_k y_k K(x, x_k) \right) \tag{21}
\]

The unknown \( x \) is a normal data point if \( f(x) = +1 \) or an abnormal data point if \( f(x) = -1 \)

C. Fuzzy OCSVM

Similarly, fuzzy OCSVM can be modeled as follows

\[
\min_{w, \rho} \left( \frac{1}{2} ||w||^2 + C \sum_{i=1}^{s} \lambda_i \xi_i \right) \tag{22}
\]

subject to

\[
w^T \phi(x_i) \geq \rho - \xi_i \quad i = 1, \ldots, s \tag{23}
\]

\[
\xi_i \geq 0, \quad i = 1, \ldots, s \tag{23}
\]

We can derive the dual form as follows

\[
\min_{\alpha} \left( \frac{1}{2} \sum_{i=1}^{s} \sum_{j=1}^{s} \alpha_i \alpha_j y_i y_j K(x_i, x_j) \right) \tag{24}
\]

subject to

\[
0 \leq \alpha_i \leq \lambda_i C_1, \quad i = 1, \ldots, m_1 \tag{25}
\]

\[
0 \leq \alpha_j \leq \lambda_j C_2, \quad j = m_1 + 1, \ldots, s \tag{25}
\]

\[
\sum_{i=1}^{s} \alpha_i = 1, \quad i = 1, \ldots, s \tag{25}
\]

D. Fuzzy SVM

Fuzzy SVM is modeled as follows

\[
\min_{w, b} \left( \frac{1}{2} ||w||^2 + C \sum_{i=1}^{m_1} \lambda_i \xi_i + C_2 \sum_{i=m_1+1}^{s} \lambda_i \xi_i \right) \tag{26}
\]

subject to

\[
y_i [w^T \phi(x_i) + b] \geq 1 - \xi_i \quad i = 1, \ldots, s \tag{27}
\]

\[
\xi_i \geq 0, \quad i = 1, \ldots, s \tag{27}
\]

where weights \( \lambda_i \in [0, 1], \ i = 1, \ldots, s \) are regarded as fuzzy memberships. The corresponding dual form is as follows

\[
\min_{\alpha} \left( \frac{1}{2} \sum_{i=1}^{s} \sum_{j=1}^{s} \alpha_i \alpha_j y_i y_j K(x_i, x_j) - \sum_{i=1}^{s} \alpha_i \right) \tag{28}
\]

subject to

\[
0 \leq \alpha_i \leq \lambda_i C_1, \quad i = 1, \ldots, m_1 \tag{29}
\]

\[
0 \leq \alpha_j \leq \lambda_j C_2, \quad j = m_1 + 1, \ldots, s \tag{29}
\]

\[
\sum_{i=1}^{s} y_i \alpha_i = 0, \quad i = 1, \ldots, s \tag{29}
\]
V. NEW FUZZY MEMBERSHIP COMPUTATION METHOD

The normal and abnormal data points are normally mixed and the task of fuzzy SVM is to construct a hyperplane or hypersphere in feature space to separate normal data from abnormal data. Hence we assume that the data points in the mixed regions are important and they should have the highest fuzzy membership value. Other data points are less important and should have lower fuzzy membership values.

A. Fuzzy Clustering Membership

We use fuzzy clustering techniques to determine clusters in the mixed regions. These clusters contain both normal and abnormal data points. Fuzzy memberships of these data points are set to 1 and fuzzy memberships of other data points are determined by their closest cluster accordingly. Although clustering is performed in the input space, according to most current kernel functions, relative distances between data points are preserved so we can apply the clustering results obtained in the input space to the feature space. The following algorithm is used to determine fuzzy memberships for all data points:

Fuzzy Membership Determination Algorithm
1) Select a clustering algorithm
2) Perform clustering on the training data set
3) Determine a subset containing clusters that contain both normal and abnormal data. Denote this subset as MIXEDCLUS.
4) For each data point \( x \in \text{MIXEDCLUS} \), set its fuzzy membership to 1
5) For each data point \( x \notin \text{MIXEDCLUS} \), do the following
   a. Find out the cluster whose center is closest to \( x \)
   b. Calculate fuzzy membership of \( x \) with this cluster

B. The Role of Fuzzy Memberships

The term \( \sum \lambda_i \xi_i \) is regarded as a weighted sum of empirical errors to be minimised in fuzzy SVMs. If a misclassified point \( x_i \) is not in a mixed cluster, its fuzzy membership \( \lambda_i \) is small and hence its error \( \xi_i \) can be large as long as \( \lambda_i \xi_i \) is still minimised. On the other hand, if it is in a mixed cluster, its fuzzy membership is 1 and hence its error \( \xi_i \) must be small such that \( \lambda_i \xi_i \) remains minimised. This means that the decision boundary tends to move to mixed region to reduce empirical errors in this region. Figure 1 demonstrates the difference between decision boundaries for SVM and fuzzy SVM in two class classification problem. Positive (normal) data points are represented by plus (+) signs and negative (abnormal) data points—minus (−) signs. The dashed and solid circles are the decision boundaries for SVM and fuzzy SVM, respectively. There are some misclassified normal points located on the left hand side and the dashed circle is near those data points to reduce distances (empirical errors) from them to it. In fuzzy SVM, those points will have small fuzzy memberships and hence their distances to the solid circle, i.e. the decision boundary for fuzzy SVM, can be longer and the fuzzy SVM can reduce empirical errors in the mixed region represented by the grey cluster. In this case, fuzzy SVM has less misclassified points than SVM. The misclassified normal data points on the left-hand side can be considered as outliers due to their long distances to the normal data set and fuzzy SVM reduces its sensitivity to these outliers.

VI. EXPERIMENTAL RESULTS

We performed experiments on 14 well-known data sets related to machine fault detection and bioinformatics [16]. Table 1 presents total training data (\#pos) and test data (\#neg) available in the data sets. These data sets were balanced so we created at random imbalanced subsets such that the ratio of number of normal data points (\( m_1 \)) and number of abnormal data points (\( m_2 \)) was 19:1. Creating subsets were repeated 10 times and the average classification rate for 10 times was determined. The classification rate \( \text{acc} \) is measured as [8]

\[
\text{acc} = \sqrt{\text{acc}^+ \text{acc}^-} \tag{30}
\]

where \( \text{acc}^+ \) and \( \text{acc}^- \) are the classification accuracy on normal and abnormal data, respectively.

![Fig. 1. Decision boundaries for SVM (dashed circle) and fuzzy SVM (solid circle) in a two class (+ and -) classification problem.](image-url)
The popular RBF kernel function $K(x, x') = e^{-\gamma||x-x'||^2}$ was used in our experiments to compare with the SSSLM approach. We used the same parameter settings suggested in [20], the parameter $\gamma$ was searched in $\{\sigma_0^2/16, \sigma_0^2/8, \sigma_0^2/4, \sigma_0^2/2, \sigma_0^2, 2\sigma_0^2, 4\sigma_0^2, 8\sigma_0^2, 16\sigma_0^2\}$, where $\sigma_0^2$ is the mean norm of the training data. For SVMS and fuzzy SVMs, the penalty parameters $C$, $C_1$ and $C_2$ were searched over the grid $\{0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50, 100, 500\}$, such that the ratio $C_2/C_1$ belonged to

$$\left\{ \frac{1}{4} \times \frac{m_1}{m_2}, \frac{1}{2} \times \frac{m_1}{m_2}, \frac{m_1}{m_2}, 2 \times \frac{m_1}{m_2}, 4 \times \frac{m_1}{m_2} \right\}$$  \hspace{1cm} (31)$$

For OCSVM, the parameter $\nu$ was searched in $\{0.01k, 0.1k\}$, where $k$ was an integer ranging from 1 to 9. For SSLM, the parameter $\nu$ was searched in $\{0.1, 0.01, 0.001, 0.0001\}$, while $\nu_1$ and $\nu_2$ were selected from $\{0.001, 0.01\}$. Fuzzy $c$-means technique [3] was chosen for clustering data sets. Number of clusters was searched in $\{1, 2, 4, 6, 8, 10\}$.

Table 2 presents classification results for OCSVM, fuzzy OCSVM, SVMC and fuzzy SVMC. Table 3 presents classification results for SVDD, fuzzy SVDD, SSSLM and fuzzy SSSLM. From these tables, we can see that the proposed fuzzy SVMs achieved higher classification rates than their corresponding non-fuzzy SVMs for most of the data sets. Each of these results was averaged on 10 results performed on 10 different training and test data sets created randomly (note in each time the same training and test data sets were used for both SVM and its corresponding fuzzy SVM).

### VII. Conclusion

We have presented a new method to determine the level of importance for all data points, a method to compute fuzzy memberships, and extend the fuzzy approach for two-class SVM to one-class SVM for novelty detection. An explanation of fuzzy membership role and how fuzzy SVM can achieve better classification results are provided. Experimental results on different data sets showed promising classification results for the proposed fuzzy SVM approach.