Reduction of Target Fault List for Crosstalk-Induced Delay Faults by using Layout Constraints
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Abstract

We propose a method of identifying a set of crosstalk induced delay faults which may need to be tested in synchronous sequential circuits. During the fault list generation 1) we take into account all clocking effects, and 2) infer layout information from the logic level description. With regard to layout constraints we introduce two methods, namely the distance based layout constraint and the cone based layout constraint. The lists of the target faults obtained by the proposed methods are substantially smaller than the sets of all possible combinations of faults.

1 Introduction

Circuit testing is an important part of the circuit design and manufacturing process. Traditionally, simple classical faults models, such as stuck-at-0 or stuck-at-1, were used to test for faults. However, with the scaling of VLSI features in synchronous sequential circuits, testing for non-classical faults, such as crosstalk faults, has become an important problem [2, 3, 4, 5, 6, 7, 9]. In this paper we address the crosstalk faults issue in synchronous sequential circuits.

A crosstalk-induced delay fault is produced between a pair of lines, an aggressor line (A-line) and a victim line (V-line). This delay is induced due to simultaneous, or near simultaneous, transitions on both lines. These unexpected changes in the signal propagation time can cause faulty behavior. Therefore, it is necessary to generate tests for crosstalk faults between A-lines and V-lines. However, the number of all possible combinations of A-lines and V-lines is very large and impractical to deal with. Therefore, we have proposed a method of identifying a set of crosstalk-induced delay faults which may need to be tested in synchronous sequential circuits without using any layout information [8]. Reduction in the size of the target faults is also useful for diagnosing the crosstalk faults [10]. The strength of the crosstalk effect between an A-line and a V-line depends on their physical closeness, therefore circuit layout must be considered in reducing the crosstalk fault list. When layout information is not available a good estimation of gate locality may be made using our “distance” and “cone” constraint methods. Finally, if the layout information is indeed available, such information can be used to further reduce the fault list generated by our method.

Further, in our previous work [8] we did not address all cases dealing with clock transitions and layout constraints. Therefore, the fundamental contributions of this paper are as follows:

1) We consider the effect of all clock edges of an aggressor clock line to identify target crosstalk faults.

2) We use logic connectivity to deduce layout information and reduce the number of candidate faults.

This paper is organized as follows. For completeness, in section 2 we give a brief overview of our previous work. In section 3 we consider the impact of the ineffective edge of the aggressor clock line to identify target crosstalk faults, and propose two methods by using layout connectivity to reduce the number of candidate faults. In section 4 we present experimental results on ISCAS’89 and ITC’99 benchmark...
circuits to evaluate our methods. Finally, we conclude the paper.

2 Our Previous Work

For completeness of this paper we review our previously reported work. However, there are a number of updates we have made to our earlier work and these are also identified here. This section starts by reviewing our previous assumptions and dividing crosstalk faults into four different cases, and finishes with a classification of crosstalk faults.

We use the slow-fast-slow clock method [1] to test crosstalk-induced delay faults in sequential circuits. The following assumptions were made while dividing the crosstalk faults into four different cases [8]:

**Assumption 1:** We do not consider clock-skew; we assume positive edge triggered flip-flops.

**Assumption 2:** The clock cycle for the circuit is determined by the delay of the structurally longest path in the circuit.

**Assumption 3:** A crosstalk-induced speedup or slowdown on a V-line is excited if the transition on an A-line occurs within the $\Delta$ timing window of a transition on the V-line [3, 4, 5, 6].

**Assumption 4:** The size of extra delay caused by the crosstalk-induced delay fault is one gate delay.

**Assumption 5:** The setup time of the flip-flop is one unit delay.

In [8] the term “ineffective clock edge” was used while computing the number of crosstalk faults. We give the formal definition of this term for clarification of the term and why this condition needs to be relaxed.

**Definition (ineffective clock edge):** An edge of the clock on which the flip-flops do not latch data is called the ineffective clock edge.

Note that for a positive (negative) edge trigger design the falling (rising) edge is the ineffective clock edge. In this paper we correctly account for the faults that may be caused by the ineffective clock edge.

The candidate A-line and V-line for crosstalk faults are clock-lines, primary inputs, and gate outputs. For simplicity we refer to the primary inputs and the gate outputs as “lines”, and clock signals as “clock-lines”. The interactions between A-line / V-line pairs are divided into the following four cases. An in-depth review of each of these cases can be found in [8].

- Case 1) A-line and V-line are lines.
- Case 2) A-line is a line and V-line is a clock-line.
- Case 3) A-line is a clock-line and V-line is a line.
- Case 4) A-line and V-line are clock-lines.

3 Timing and Topological Information For Identifying Target Faults

In our previous paper [8] we did not consider the effect of an ineffective clock-edge of an aggressor clock line. In this paper we refine our previous conditions for target crosstalk faults (i.e. if the positive clock edge triggers the Flip-Flops, the falling edge of the clock will be considered the ineffective edge of the clock) to address this issue. Below is the classification of each case with Case 3 being revised since [8].

3.1 Classification

**Case 1 [8]** A-line and V-line are lines - if the following conditions are satisfied the A-line and V-line pair is a target crosstalk fault.

  - C1) The V-line must be included in a longest path.
  - C2) The relationship between $t_{\omega_{ij}}$ and $t_{\omega_{ij}}$ satisfies the following inequality:

$$t_{\omega_{ij}} + \Delta \text{ unit delays} \\ \leq t_{\omega_{ij}} \leq (t_{\omega_{ij}} + \Delta \text{ unit delays})$$

where $t_{\omega_{ij}}$ and $t_{\omega_{ij}}$ represent the transition times at A-line and V-line, respectively.

**Case 2 [8]** A-line is a line and V-line is a clock-line - this pair can not satisfy the condition for exciting a crosstalk induced delay fault.

**Case 3 - Updated** A-line is a clock-line and V-line is a line - if the following conditions are satisfied the V-line and A-line pair is a target crosstalk fault.

  - C3) The V-line must be included in a longest path.
  - C4) The relationship between $t_{\omega_{ij}}$ and $t_{\omega_{ij}}$ satisfies the following inequality:

$$t_{\omega_{ij}} + \Delta \text{ unit delays} \\ \leq t_{\omega_{ij}} \leq (t_{\omega_{ij}} + \Delta \text{ unit delays})$$

**Case 4 [8]** A-line and V-line are clock-lines - if the following condition is satisfied the A-line and V-line pair is a target crosstalk fault.

  - C5) The fan-in of the flip-flop with the victim clock-line is included in a longest path.

The complete classification of all faults is shown in Figure 1.

In our methods we consider both the topological and the timing information. Regarding timing information we calculate the latest transition time and the earliest transition time at each line and find the lines included in the longest paths. We use the timing information in order to determine whether an A-line and V-line pair satisfies the conditions for the target crosstalk fault. Under our timing model we
assume that each gate has a delay of one unit time (unit delay model).

**Definition (latest transition time):** The latest transition time (ltime) at a line is the maximum delay on any path from any primary input or the output of a flip-flop to this line.

**Definition (earliest transition time):** The earliest transition time (etime) at a line is the minimum delay on any path from any primary input or the output of a flip-flop to this line.

In our study, an aggressor line has a timing window of \([etime\) of aggressor line, \(ltime\) of aggressor line]. Similarly, the victim line has a timing window of \([ltime\ of victim line - \Delta \ unit\ delays), (ltime\ of victim line + \Delta \ unit\ delays)]\), and \(\Delta\) is assumed to be 1 or 2 unit delays. This assumption is justified by the experimental results reported in [3, 4, 5, 6]. However, for simplicity we describe the procedure given in this section for \(\Delta\) to be one unit delay. In order to identify the target faults we check whether the timing window at A-line overlaps with the timing window at V-line.

### 3.2 Identification of Target Crosstalk Faults

The proposed method consists of two phases. In Phase 1, under the unit delay model, the algorithm calculates an etime and a ltime at each line. Next, the algorithm generates the \(S_{\ lV}\) that consists of all gate outputs, primary inputs, and flip-flops in longest paths by using the timing and topological information. In Phase 2, the algorithm determines whether the timing window for a V-line overlaps with the timing window of an A-line using the timing information. The algorithm and its two phases are described below.

**[Algorithm for identifying target crosstalk faults]**

**Phase 1:**

Step 1) Calculate the latest transition time \((ltime)\) and the earliest transition time \((etime)\) at each line.

Step 2) Using the maximum value of the \(ltime\), identify the longest paths in the circuit.

Step 3) Identify the lines that are included in the longest paths by the topological information. Add these lines to the set of V-lines \((S_{\ lV})\).

**Phase 2:**

Step 1) Select a V-line from the \(S_{\ lV}\) and remove the selected V-line from the \(S_{\ lV}\).

Step 2) Compare the timing window at the selected V-line and the etimes and the ltimes of other gate outputs considered as A-lines. For each of these A-lines, if the timing window \([etime, ltime]\) of A-line overlaps with the timing window \([ltime - 1, ltime + 1]\) of V-line add the selected A-line and V-line pair to the list of the target crosstalk faults.

Step 3) If the \(S_{\ lV}\) is not empty go to step 1.

Step 4) Identify the clock-lines of flip-flops whose fan-in lines are included in the longest paths; these fan-in lines belong to the set of V-lines \((S_{\ lV})\).

Step 5) Add the pairs (V-lines and other clock-lines) to the list of the target crosstalk faults.

### 3.3 Methods to Reduce Target Fault Lists Using Layout Constraints

Layout of the circuit plays an extremely important role in crosstalk fault excitation. Therefore, we propose two methods for determining A-line/V-line locality without a priori layout knowledge of the circuit.

#### 3.3.1 Distance Layout Constraint

The distance of an A-line from a V-line is determined by the number of gate levels between the two lines. Suppose that a line \(c\) under consideration has a distance \(D\) from the victim line. All inputs and fan-ins of the gate driving line...
have a distance of D+1; all fan-outs of the gates driven by line \( \alpha \) also have a distance of D+1. Before describing an algorithm for calculating distance, we define several terms: the **victim set (VS)** is the set of all the victim lines within a given circuit. The **aggressor set (AS)** is the set of all possible aggressor lines to a particular victim line. The **driving gate** is the gate whose output is connected to the line of interest (\( i \)); the **driven gates** are the gates which have \( \alpha \) as an input. Further, we assume that a line may have only one driving gate, but more than one driven gates.

The algorithm for the distance layout constraint method is described below.

**[Establishing a layout constraint of Distance 1 to n]**

For every victim line in VS do:

1. **Step 1)** Assign the victim line a distance of \( D = 0 \), and consider it as the line of interest.

2. **Step 2)** For each line of interest with distance \( D \), identify its driving gate and its driven gates. All lines connected to the inputs of the driving gate and to the output of the driven gate which have not been assigned distance values are lines at distance \( D+1 \). Add these lines to the AS and consider them as lines of interest.

3. **Step 3)** Repeat Step 2) until \( D = \text{Threshold} \).

![Figure 2. Distance constraint method.](image)

We demonstrate the operation of the algorithm on the sequential circuit shown in Figure 2.

1. Let, line \( j \) be the initial line of interest (i.e., \( D(j) = 0 \)).
2. Identify the driving gate (inverter \( j \)) and driven gate (NAND \( n \)); lines with \( D=1 \) are \( h(i, l) \) and \( n \). All these lines are added to the set AS.
3. Lines with \( D = 2 \) are \( b, e(f, g), k(\text{twice}), \) and \( p(q, r) \).
4. In our example the largest distance found is 4 on line \( d \).

In Figure 2 line \( j \) is the V-line and the distances of all possible A-lines from line \( j \) are shown. In this example all possible A-lines are included in a constraint of distance 4.

Under the distance layout constraint of distance 2, lines \( b, e, h, k, n \) and \( p \) are added to AS of the victim line \( j \). We only check whether the A-line/V-line pairs (\( b-j, e-j, h-j, k-j, n-j \) and \( p-j \)) satisfy the timing condition or not.

### 3.3.2 Cone Layout Constraint

The Cone layout constraint method is another attempt to determine A-line locality to a potential V-line without a priori knowledge of the circuit layout.

The first phase of a V-line cone is constructed by finding the cone of output gate lines from the V-line to a \( \{ \text{etime} \} \) boundary defined by the V-lines \( \{ \text{etime}, \text{lime} \} \) timing window; the boundary includes all possible aggressor lines with an earliest transition time \( \text{etime} \) equal to the latest transition time \( \text{lime} \) of the V-line. The second phase of the cone construction begins with all the gate lines lying on the \( \text{lime} \) boundary; all the inputs to these gates are included in the cone set ending at the \( \text{etime} \) boundary. Every subsequent cone distance begins from the \( \text{etime} \) boundary of gates included in the previous cone set. An algorithm of the cone layout constraint method is described below.

**[Establishing a layout constraint cone]**

1. **Step 1)** Choose a victim line from VS as the initial line of interest with \( D = 0 \) (where \( D \) is called the conic distance), and determine its \( \{ \text{etime}, \text{lime} \} \) transition window.

2. **Step 2)** Find the fan-out cone of the line of interest; terminate searching (forward) when a line with an etime \( \geq \) the lime of the victim line is reached; the line at this boundary is called a leaf-line of the fan-out cone.

3. **Step 3)** For each leaf-line of the fan-out cone, find its fan-in cone; terminate the backward search when a line with a lime \( \leq \) the etime of the victim line is approached; a cone with conic distance \( D=1 \) is formed from all lines that belong to a fan-in cone of a leaf-line line. This cone is called the 1st cone.

**[All subsequent Cones from Distance 2 to n]**

1. **Step 4)** For creating the \( (D+1) \)th cone consider each line in the \( (D) \)th cone as a line of interest. Now Steps 2) and 3) are repeated for each of these lines and the obtained cone is the \( (D+1) \)th cone.

2. **Step 5)** The AS is all the lines included in the highest order cone.

We illustrate the method for establishing cones of distance 1 to n for an abstract representation of a circuit shown in Figure 3. We note:

1. the figure identifies a victim line shown as the output of a gate
2. the stopping boundary after Step 2) is labeled “lime boundary of \( \{ \text{lime}, x \} \)”
3. the Cone of Distance 1 with respect to the victim gate is shown in light shading.
The second phase is to construct the fan-in cone for every line in the ltime boundary found in the first phase. The construction is a back-trace process. For each path the back-trace stops when it arrives at a line with ltime < the victim etime (etime boundary).

![Cone constraint method](image)

Figure 3. Cone constraint method.

4 Experimental Results

We implemented the algorithms described in section 3 for identifying target crosstalk-induced delay faults in sequential circuits in C code. We conducted experiments on ISCAS’89 and ITC’99 benchmark circuits as follows. First we identify target faults for ISCAS’89 and ITC’99 circuits (Table 1). In our experiment we use a \( \Delta = 1 \). We also looked at “the ineffective clock edge” to estimate the growth of the number of target faults that belong to Case 3. Additionally, we vary the duty cycle of the clock. Results for the two constraint methods are given in Table 2.

When looking at either of these reduction methods one must realize that this is an attempt to help determine physical layout information, from the logic design, when no physical layout information is available. However, if physical layout information is available it should be used in conjunction with our reduction methods to produce more accurate results. One must also note that when using the “distance” constraint method described in this paper, the minimum distance of 2 is required. The reason being that the algorithm given in this paper defines all lines driving the gate whose input is the victim line to be at a distance of 2 (see Figure 2) from the victim line. It is for this reason the results presented in Table 2 use a constraint distance of 2.

In Table 1 the column “all possible pairs” contains all combination pairs of the gate outputs, primary inputs and clock-lines of the flip-flops. The column “number of candidate pairs” contains the total number of combinations between lines that are included in the longest paths and all other lines in the circuit. The columns “No. of target faults (duty cycle 50%)” and “No. of target faults (duty cycle 75%)” contain the total number of target faults for these cases respectively, that are obtained by our method taking into consideration the ineffective edge of the aggressor clock-line. Information from Table 1 shows that the longest path information is useful to reduce the number of target crosstalk faults.

For example, let us consider the circuit s38584 in Table 1. The total number of A-line and V-line pairs is 429,173,372. The total number of candidate pairs is reduced to 4,056,744 in phase 1. In Phase 2 the set reduces further with 316,185 faults identified to belong to the list of the target crosstalk faults in Case 1, 7 faults in Case 3 (duty cycle 50%), and 1,451 faults in Case 4. Thus 3,454,127 faults in Case 1 are false crosstalk faults, 20,717 faults in Case 2, and 264,257 faults in Case 3 are false crosstalk faults. Hence, we identify 317,643 target crosstalk faults for s38584 circuit. The percentage of target crosstalk faults for s38584 circuit is \( \frac{\%}{\%} \) of the total number of candidate pairs.

We note that the number of target faults for s15850, s35932 and s38584 circuits, which have very large number of candidate pairs, reduces substantially by using our method as well. In this experiment we also vary the size of the duty cycle of the clock. We compare the results in Table 1 with those reported in [8] to determine the effect of the ineffective edge of aggressor clock lines. Experimental results show that the number of target faults identified in Case 3 is small. Also, there is not a significant growth in the number of target faults when the duty cycle of the aggressor clock line is varied. Results for ITC’99 benchmark circuits are very similar to those for the ISCAS’89 circuits.

Table 2 shows the effectiveness of the Distance and Cone constraint methods. The column “No. of target faults” contains the target crosstalk faults for Cases 1, 3, and 4. The columns “No. of target faults (Dist 2)” and “No. of target faults (Cone 2)” contain the same target crosstalk faults for the three target cases as before, but using the respective layout constraint methods described in section 3.3. The percentage of target faults is the ratio of the number of target faults over the number of candidate faults. Taking another look at s38584 one will notice that the percentage of target crosstalk faults is reduced form \( \frac{\%}{\%} \), without layout constraint s, to \( \frac{\%}{\%} \) using a Cone constraint of distance 2 and reduced to a mere \( \frac{\%}{\%} \) using a Distance layout constraint of distance 2. Results for ITC’99 benchmark circuits are again very similar to the results for the ISCAS’89 circuits.
5 Conclusion

In this paper we proposed a method to identify target crosstalk faults using topological and timing information. We then proposed methods to reduce the number of target faults using two layout constraints. Our proposed methods can be very effective in reducing the target crosstalk fault list. In the experimental results for ISCAS'89 and ITC'99 benchmark circuits we show that the lists of the target crosstalk faults obtained by the proposed methods are significantly smaller than the set of all possible combinations of faults. Our proposed methods with layout constraints give excellent results in reducing the target fault lists.
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