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Abstract – Studies of drug effects on cancer cells are performed through measuring cell cycle progression such as inter phase, prophase, metaphase and anaphase in individual cells. Such studies require the processing and analysis of huge amounts of image data. Manual image analysis is very time consuming thus costly, potentially inaccurate and poorly reproducible. Stages of an automated cellular imaging analysis consist of segmentation, feature extraction, classification, and tracking of individual cells in a dynamic cellular population. Image classification of cell phases in a fully automatic manner presents the most difficult task of such analysis. We considered applying several versions of Gaussian mixture models and Markov models for automating the classification of cell nuclei in different mitotic phases recorded over a period of twenty-four hours at every fifteen minutes with a time-lapse fluorescence microscopy. The experimental results have shown that the proposed methods are effective and have potential for higher performance.
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I. INTRODUCTION

High content screening by automated fluorescence microscopy is becoming one of the most widely used research tools to assist scientists in understanding the complex process of cell division or mitosis [1]-[3]. Its power comes from the sensitivity and resolution of automated light microscopy with multi-well plates, combined with the availability of fluorescent probes that are attached to specific subcellular components, such as chromosomes and microtubules, for visualization of cell division or mitosis using standard epifluorescence microscopy techniques [4]. By employing a carefully selected reporter probes and filters, fluorescence microscopy allows specific imaging of phenotypes of essentially any cell component [5]. With these probes we can determine both the amount of a cell component, and most critically, its distribution within the cell relative to other components. Typically, 3-4 different components are localized in the same cell using probes that excite at different wavelengths. Any change in cell physiology would cause a redistribution of one or more cellular components, and this redistribution provides a certain cytological marker that allows for scoring of the physiological change.

Automated time-lapse fluorescence microscopy imaging provides an important method for the observation and study of cellular nuclei in a dynamic fashion [6], [7]. An essential task for high content screening is to measure cell cycle progression (inter phase, prophase, metaphase, and telophase) in individual cells as a function of time. Cell cycle progress can be identified by measuring nuclear changes. Stages of an automated cellular imaging analysis consist of segmentation, feature extraction, classification, and tracking of individual cells in a dynamic cellular population; and the classification of cell phases is considered the most difficult task of such analysis [8], [9], [10].

In time-lapse microscopy images are usually captured in a time interval of more than 10 minutes. During this period dividing nuclei may move far away from each other and daughter cell nuclei may not overlap with their parents. Given the advanced fluorescent imaging technology, there still remain technical challenges in processing and analyzing large volumes of images generated by time-lapse microscopy. The increasing quantity and complexity of image data from dynamic microscopy renders manual analysis unreasonably time-consuming. Therefore, automatic techniques for analyzing cell-cycle progress are of considerable interest in the drug discovery process.

To automate the process of identifying cellular phases using time-lapse fluorescence microscopic image sequences, we first apply a shape-and-size based method which merges the over-segmented nuclear fragments. Secondly we extract useful features to discriminate the shapes and intensities of different image cell phases. We then use these image features to build cell phase models using several computational algorithms. To identify an unknown cell, we extract its features then compare those with the phase models. The methods for image classification are Gaussian mixture and Markov models. We will present the proposed methodology and discuss the experimental results in the following sections.

II. GAUSSIAN MIXTURE MODELING

Gaussian mixture model (GMM) is an effective model capable of achieving high recognition accuracy for pat-
tern recognition. Gaussian mixture modeling is a statistical clustering method. A number of prototypes are generated from the training feature vectors by representing the feature space as a mixture of Gaussian distributions. Each prototype consists of a set of model parameters including mean vector, covariance matrix and mixture weight. Parameters are trained in an unsupervised classification method.

A. GMM procedure

Given a training set \( \mathcal{X} = \{x_1, x_2, \ldots, x_T\} \), where each source vector \( x_t = (x_{t1}, x_{t2}, \ldots, x_{tK}) \) is of \( K \) dimensions. \( \lambda = \{g_1, g_2, \ldots, g_N\} \) represents the set of \( N \) Gaussian model parameters \( g_n = \{w_n, \mu_n, \Sigma_n\}, \) \( n = 1, 2, \ldots, N \), where \( w_n \) are mixture weights satisfying \( \sum_{n=1}^{N} w_n = 1 \), \( \mu_n \) and \( \Sigma_n \) are mean vectors and covariance matrices.

In general, the GMM design can be stated as follows. Given a training set \( \mathcal{X} \) and the size \( N \) of the GMM, we seek to find the model \( \lambda \) such that an estimation function is optimised. We review in the subsequent section three estimation functions and the corresponding techniques which are maximum likelihood estimation, minimum fuzzy-c-means squared-error estimation and minimum fuzzy-entropy squared-error estimation for the GMM.

B. Maximum likelihood estimation

In order to maximise the likelihood function \( P(X|\lambda) \), the following \( Q \)-function is maximised [11]

\[
Q(\lambda, \lambda; X) = \sum_{n=1}^{N} \sum_{t=1}^{T} P(n|x_t, \lambda) \log P(x_t, n|\lambda)
\]

\[
= \sum_{n=1}^{N} \sum_{t=1}^{T} P(n|x_t, \lambda) \log \left[ \pi_n G(x_t, \mu_n, \Sigma_n) \right]
\]

(1)

where \( P(n|x_t, \lambda) \) is the \( a \) posteriori probability for the \( n \)th mixture, \( n = 1, \ldots, N, \lambda \) is a reestimate of \( \lambda \), and \( G(x_t, \mu_n, \Sigma_n) \) are the \( K \)-variate Gaussian component densities with mean vectors \( \mu_n \) and covariance matrices \( \Sigma_n \).

\[
G(\cdot) = \frac{1}{(2\pi)^{K/2} |\Sigma_n|^{1/2}} \exp \left\{ -\frac{1}{2} (x_t - \mu_n)^T \Sigma_n^{-1} (x_t - \mu_n) \right\}
\]

(2)

where \( G(\cdot) = G(x_t, \mu_n, \Sigma_n) \), \( (x_t - \mu_n)^T \) is the transpose of \( x_t - \mu_n \), \( \Sigma_n^{-1} \) is the inverse of \( \Sigma_n \), and \( |\Sigma_n| \) is the determinant of \( \Sigma_n \).

Maximizing the \( Q \)-function with respect to \( \lambda \) results in the following GMM algorithm

1) Given a training data set \( \mathcal{X} = \{x_1, x_2, \ldots, x_T\} \), where \( x_t = (x_{t1}, x_{t2}, \ldots, x_{tK}) \), \( t = 1, 2, \ldots, T \).
2) Initialize the \( a \) posteriori probability values \( P(n|x_t, \lambda), 1 \leq t \leq T, 1 \leq n \leq N \), at random.
3) Given \( \epsilon > 0 \) (small real number).
4) Set \( i = 0 \) and \( D^{(i)} = 0 \). Iteration:
   a. Compute GMM parameters
   b. Update the \( a \) posteriori probability values
   c. Compute \( D^{(i)} \)

\[
D^{(i+1)} = -\log P(X|\lambda) = -\sum_{t=1}^{T} \log P(x_t|\lambda)
\]

\[
= -\sum_{t=1}^{T} \log \sum_{n=1}^{N} \pi_n G(x_t, \mu_n, \Sigma_n)
\]

(5)

d. If \( \frac{|D^{(i+1)} - D^{(i)}|}{D^{(i+1)}} > \epsilon \)
   set \( D^{(i)} = D^{(i+1)} \), \( i = i + 1 \) and go to step (a).

C. Minimum fuzzy c-means squared-error estimation

The fuzzy c-means (FCM) squared-errors function [12] is used

\[
J(U, \lambda, \lambda; X) = \sum_{n=1}^{N} \sum_{t=1}^{T} u_{nt}^m d_{nt}^2
\]

(7)

where \( d_{nt} \) is redefined as follows

\[
d_{nt}^2 = -\log P(x_t, n|\lambda)
\]

\[
= -\sum_{n=1}^{N} \sum_{t=1}^{T} P(n|x_t, \lambda) \log \pi_n G(x_t, \mu_n, \Sigma_n)
\]

(8)

Minimizing the \( J \)-function with respect to \( \lambda \) results in the following FCM-GMM algorithm

1) Given a training data set \( \mathcal{X} = \{x_1, x_2, \ldots, x_T\} \), where \( x_t = (x_{t1}, x_{t2}, \ldots, x_{tK}) \), \( t = 1, 2, \ldots, T \).
2) Initialize the membership values \( u_{nt}, 1 \leq t \leq T, 1 \leq n \leq N \), at random.
3) Given \( \epsilon > 0 \) (small real number).
4) Set \( i = 0 \) and \( D^{(i)} = 0 \). Iteration:
   a. Compute GMM parameters
D. Minimum fuzzy entropy squared-error estimation

The fuzzy entropy (FE) squared-errors function [12] is used

\[ H(U, \lambda, \pi; X) = \sum_{n=1}^{N} \sum_{t=1}^{T} u_{nt} d_{nt}^2 + m_E \sum_{n=1}^{N} \sum_{t=1}^{T} u_{nt} \log u_{nt} \]

where \( d_{nt} \) is redefined as in (8), and \( m_E > 0 \) is a value which controls the degree of fuzzy entropy. Minimizing the \( H \)-function with respect to \( \lambda \) results in the following FE-GMM algorithm

1. Given a training data set \( X = \{x_1, x_2, \ldots, x_T\} \), where \( x_t = (x_{t1}, x_{t2}, \ldots, x_{tK}), t = 1, 2, \ldots, T. \)
2. Initialize the membership values \( u_{nt}, 1 \leq t \leq T, 1 \leq n \leq N, \) at random
3. Given \( \epsilon > 0 \) (small real number).
4. Set \( i = 0 \) and \( D^{(i)} = 0 \), iteration:
   a. Compute GMM parameters
   b. Update the fuzzy membership values
      \[ u_{nt} = \frac{1}{\sum_{k=1}^{N} \left( \frac{d_{nt}^2/d_{kt}^2}{d_{nt}^2/d_{kt}^2} \right)^{(m-1)/2}} \]
   c. Compute \( D^{(i+1)} \)
      \[ D^{(i+1)} = J(U, \lambda; X) = \sum_{n=1}^{N} \sum_{t=1}^{T} u_{mt} d_{nt}^2 \]
   d. If
      \[ \frac{|D^{(i+1)} - D^{(i)}|}{D^{(i+1)}} > \epsilon \]
      set \( D^{(i)} = D^{(i+1)}, i = i + 1 \) and go to step (a).

III. Markov Modeling

We present herein a Markov-chain modeling method for cell-phase identification. The occurrences of phases in a sequence of cells can be regarded as a stochastic process and hence the cell sequence can be represented as a Markov chain where phases are states. The occurrence of the first phase in the sequence is characterized by the initial probability of the Markov chain and the occurrence of the other phase given the occurrence of its previous phase is characterized by the transition probability. Given a training set of cell sequences, the initial and transition probabilities for Markov chains representing cell sequences are calculated and the set of those probabilities is regarded as a Markov model for that sequence.

Given a training set of \( Q \) sequences \( \mathcal{O} = \{O_1, O_2, \ldots, O_Q\} \), each of which is a sequence of \( T_q \) random variables \( O_{qt} = \{O_{q1}, O_{q2}, \ldots, O_{qt}\} \). Let \( S = \{s_1, s_2, \ldots, s_M\} \) be the set of \( M \) states in a Markov chain.

We now develop a Markov chain-based modeling method to represent phase sequences found in a given set of cells. Define the following parameters

\[ \pi = [\pi_i], \quad \pi_i = Pr(O_q1 = s_i) \]

\[ A = [a_{ij}], \quad a_{ij} = Pr(O_qt = s_j | O_{q(t-1)} = s_i) \]
where \( q = 1, 2, \ldots, Q \), \( Q \) is the number of phase sequences, 
\( t = 2, \ldots, T_q \), \( T_q \) is the length of the sequence \( O_q \), \( i = 1, \ldots, M \) and \( j = 1, \ldots, M \), \( M \) is the number of phases.

Phases are in Markov chains and values in the vector \( \pi \) and matrix \( A \) are state initial probabilities and state transition probabilities, respectively. The set \( \lambda = (\pi, A) \) is called the Markov phase model that represents the phase sequences in the training cell set as the Markov chains.

We can obtain
\[
\pi_i = \frac{n_i}{\sum_{k=1}^{M} n_{ik}}, \quad a_{ij} = \frac{n_{ij}}{\sum_{k=1}^{M} n_{ik}} \quad \text{(20)}
\]

IV. ALGORITHMS FOR CELL PHASE IDENTIFICATION

We present in this section the training and identification algorithms for the following proposed models: GMM, and GMM-Markov.

A. GMM-based algorithm

The training and classification procedures of this GMM-based algorithm are summarized as follows

**Training:**

1) Given \( \mathcal{X} \) as the universe of cell phases.
2) Train GMM-based phase models
   a) Divide the set \( \mathcal{X} \) into \( P \) distinct subsets \( X^1, X^2, \ldots, X^P \), where each \( X^p \) contains cells of phase \( p \).
   b) For each subset \( X^p \), train a GMM-based phase model \( \lambda_p \) of \( N \) mixtures using an estimation method presented in Section II

**Identification:**

1) Given a cell of an unknown phase \( x \).
2) Calculate the minimum distance between \( x \) and \( \lambda_p, p = 1, \ldots, P \)
\[
d_p = -\log P(x|\lambda_p) = -\log \sum_{n=1}^{N} w_{np}G(x_{i}, \mu_{np}, \Sigma_{np})
\]
(21)
3) Assign \( x \) to phase \( p \) that has the minimum distance:
\[
p^* = \arg \min_p (d_p)
\]
(22)

B. GMM-Markov-based algorithm

The training and classification procedures of this GMM-Markov algorithm are summarized as follows

**Training:**

1) Given \( \mathcal{X} \) as the universe of cell phases.
2) Train GMM-based phase models
   a) Divide the set \( \mathcal{X} \) into \( P \) distinct subsets \( X^1, X^2, \ldots, X^P \), where each \( X^p \) contains cells of phase \( p \).
   b) For each subset \( X^p \), train a GMM-based phase model \( \lambda_p \) of \( N \) mixtures using an estimation method presented in Section II
3) Train Markov model for all phases

a) Align cells in the set \( \mathcal{X} \) as sequences of cells
b) Extract \( Q \) phase sequences \( O_1, O_2, \ldots, O_Q \) from the set \( \mathcal{X} \)
c) Using \( Q \) phase sequences, calculate \( \pi \) and \( A \) according to (20)

**Identification:**

1) Given an unknown sequence of cells \( X = \{x_1, x_2, \ldots, x_T\} \)
2) Identify phase for the first cell \( x_1 \) in the sequence as follows
   a) Calculate the minimum distance between \( x_1 \) and \( \lambda_p, p = 1, \ldots, P \)
\[
d_p = -\log P(x_1|\lambda_p) = -\log \sum_{n=1}^{N} w_{np}G(x_1, \mu_{np}, \Sigma_{np})
\]
(23)
b) Calculate the similarity score \( S(x_1, p) \)
\[
S(x_1, p) = \frac{\pi_p}{\sum_{k=1}^{P} (d_p/d_k)^{1/(m-1)}}
\]
(24)
where \( m > 1 \).
c) Assign \( x_1 \) to the phase \( p^* \) that has the maximum score:
\[
p^* = \arg \max_p S(x_1, p)
\]
(25)
3) For each cell \( x_i, i = 2, \ldots, T \), identify it as follows
   a) Calculate the minimum distance between \( x_i \) and \( \lambda_p, p = 1, \ldots, P \)
\[
d_p = -\log P(x_i|\lambda_p) = -\log \sum_{n=1}^{N} w_{np}G(x_i, \mu_{np}, \Sigma_{np})
\]
(26)
b) Calculate the similarity score \( S(x_i, p) \)
\[
S(x_i, p) = \frac{a_{p^*p}}{\sum_{k=1}^{P} (d_p/d_k)^{1/(m-1)}}
\]
(27)
where \( m > 1 \) and \( p^* \) is the identified phase of the previous cell.
c) Assign \( x_i \) to the phase \( p^* \) that has the maximum score:
\[
p^* = \arg \max_p S(x_i, p)
\]
(28)

V. EVALUATION EXPERIMENTS AND RESULTS

A. Data Set

The data set contains 375841 cells in 892 nuclear sequences provided by the Department of Cell Biology at the Harvard Medical School to evaluate the presented modeling methods for the cell phase classification system. The average number of cells per sequence is 421. Imaging was performed by time-lapse fluorescence microscopy with a time interval of 15 minutes. Two types of sequences were used denoting drug treated and untreated. Cell cycle progress was affected by drug and some or all of the cells in the treated...
sequences were arrested in metaphase. Cell cycle progress in the untreated sequences was not affected. Cells without drug treatment will usually undergo one division during this period of time.

B. Feature Extraction

After the nuclear segmentation has been performed, it is necessary to perform a morphological closing process on the resulting binary images in order to smooth the nuclear boundaries and fill holes inside the nuclei. These binary images are then used as a mask on applied the original image to arrive at the final segmentation. From this resulting image, features can be extracted. The ultimate goal for feature selection is to assign correct phase to cells via the training of some identification technique. In this work, a set of cell-nuclear features are extracted based on the experience of biologists. To identify the shape and intensity differences between different cell phases, a set of 7 features are extracted. These features include maximum intensity, mean, standard deviation, major axis, minor axis, perimeter, and compactness [8].

Because the feature values have different ranges, the scaling of features is therefore necessary by calculating the $z$-scores [8]:

$$z_{tk} = \frac{x_{tk} - \mu_k}{s_k}$$

(29)

where $x_{tk}$ is the $k$-th feature of the $t$-th nucleus, $\mu_k$ the mean value of all $T$ cells for feature $k$, and $s_k$ the mean absolute deviation, that is

$$s_k = \frac{1}{T} \sum_{t=1}^{T} |x_{tk} - \mu_k|$$

(30)

C. Initialisation and constraints on parameters during training

It was shown in the literature that no significant difference in pattern recognition was found by using different initialisation methods [13], [14]. Therefore the following parameters of the GMM are initialised: Mixture weights, mean vectors, covariance matrices and fuzzy membership functions. The covariance matrices are diagonal, i.e. $[\Sigma_k]_{ii} = \sigma_k^2$ and $[\Sigma_k]_{ij} = 0$ if $i \neq j$, where $\sigma_k^2$, $1 \leq k \leq K$ are variances. A variance limiting constraint was applied to all GMMs using diagonal covariance matrices. This constraint places a minimum variance value $\sigma_{min}^2$ on elements of all variance vectors in the GMM, that is, $\sigma_k^2 = \sigma_{min}^2$ if $\sigma_k^2 \leq \sigma_{min}^2$ [14]. In our experiments, $\sigma_{min}^2 = 10^{-2}$. The degree of fuzziness $m$ and the degree of fuzzy entropy $m_E$ were set to 1.1 and 0.1, respectively.

D. Experimental Results

There are 5 phases to be identified: interphase, prophase, metaphase, anaphase, and arrested metaphase. We divide the data set into 5 subsets for training 5 models and a subset for identification. Each of the 5 training sets for 5 phases contains 5000 cells, which are extracted from the cell sequences labeled from 590 to 892. These sequences are also used to calculate the Markov model parameters. The identification set contains sequences labeled from 1 to 589. There are 249,547 cells in this identification set. Figure 1 shows the nuclear appearance changes during cell mitosis (top row: split into two; bottom row: split into three). The consecutive image subframes from an image sequence show nuclear size and shape changes during cell mitosis.

Seven features extracted for each cell are considered as the feature vectors for training and evaluating VQ approaches based on the $k$-means [15], [16], LBG [17], fuzzy entropy (FE) [18], [19], [20] and fuzzy $c$-means (FCM) [12]; GMM approaches based on the maximum likelihood estimation, minimum fuzzy $c$-means squared-error estimation and minimum fuzzy entropy squared-error estimation; and the combinations of VQ and Markov models, and of GMM and Markov models.

Table 1 presents the classification results for Gaussian mixture models which include 8, 16, 32, 64 and 128 Gaussian mixtures, respectively. Table 2 shows the results obtained from the vector quantization (Q) based method [9], [10]. The combined minimum fuzzy $c$-means squared-error estimation and Markov modeling method achieved better classification rates than the Gaussian mixture modeling methods in all the model sizes and for all the estimation methods. In general, the GMM-based approach outperforms the VQ-based models. The experimental results can be generally noted that the combination of either the GMM or VQ with and Markov modeling method always increases the classification rates.

VI. Conclusions

We have applied several pattern recognition methods for the classification of cell phases using time-lapse fluorescence microscopic image sequences.

The incorporation of probabilistic analysis using Markov chains into the template matching using Gaussian mixture modeling approach helps improve the classification rates.
TABLE I
CLASSIFICATION RESULTS (%) FOR DIFFERENT ESTIMATION METHODS IN GAUSSIAN MIXTURE MODELING.

<table>
<thead>
<tr>
<th>Estimation Method</th>
<th>GMM Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8</td>
</tr>
<tr>
<td>Maximum likelihood</td>
<td>83.4</td>
</tr>
<tr>
<td>Maximum likelihood + Markov</td>
<td>85.7</td>
</tr>
<tr>
<td>Minimum fuzzy entropy</td>
<td>82.4</td>
</tr>
<tr>
<td>Minimum fuzzy entropy + Markov</td>
<td>84.7</td>
</tr>
<tr>
<td>Minimum fuzzy c-means</td>
<td>83.5</td>
</tr>
<tr>
<td>Minimum fuzzy c-means + Markov</td>
<td>85.6</td>
</tr>
</tbody>
</table>

with various clustering criteria and various estimation methods. From the experimental results, it can be seen that the fuzzy Gaussian mixture model (either fuzzy entropy or fuzzy c-means) is superior to the Gaussian mixture modeling method. The fuzzy c-means algorithm seeks to partition a data set into a specified number of fuzzy regions which are represented by the corresponding fuzzy prototypes. The degrees of each cellular-image feature vector that belong to different clusters are characterized by the corresponding fuzzy membership grades taking real values between 0 and 1. Thus, the use of the fuzzy c-means algorithm provides more effective analysis of the present problem where the image boundaries of different classes are vaguely defined.

The selection of useful features is a very important task for any classifier. In this work we have selected seven features of the nuclear images to train several classifiers. However, the issue of feature selection is worth investigating in our future research as new useful image features can certainly enhance the performance of the proposed classifiers, particularly the combined GMM and Markov modeling based classifier which has achieved the highest classification rate.

Molecular imaging is an exciting area of research in life sciences, which provides an outstanding tool for the study of diseases at the molecular or cellular levels. Some molecular imaging techniques have been implemented for clinical applications [21]. To contribute to this emerging imaging technology, we have presented and discussed several computational models for the identification of cellular phases based on fluorescent imaging data. This task is an important component for any computerized imaging system which automates the screening of high-content, high-throughput fluorescent images of mitotic cells to aid biomedical or biological researchers to study the mitotic data at dynamic ranges for various applications including the study of the complexity of cell processes, and the screening of novel anti-mitotic drugs as potential cancer therapeutic agents.
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