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Abstract

There has been significant recent criticism of tusions of identity based on the subjective
methods of visual comparison of fingermarks angdnprints. This has led to much
discussion and research directed at devising poigbctive methods of fingerprint

identification.

The aim of this research project is to develop &imthat will provide an objective test of

the conclusion reached by a fingerprint examifidre metric assumes that the examiner has
carried out the usual visual comparison of a fingek (left at a crime scene, and which will
usually be distorted) and a fingerprint (in an@él file) and has concluded that the two
impressions were made by the same finger. Theuwdaté by the examiner, namely the
selected minutiae (particular distinguishing feasuof the fingermark) are fed into the

metric, which then estimates the deviation from wirauld be expected if, the fingermark

and the official fingerprint were made by the sdinger.

The model uses “within-source” distributions (egeimerated by systematically measuring
distortions of impressions from the same finge) detween-source” distributions (based
on images not from the same finger). The outcoh@test depends on the location of the

calculated output in relation to these distribusion

Preliminary results distinguish clearly betweenhiitsource and between-source
comparison responses, thus enabling an objectt®t@an examiner’'s conclusion of identity.
Such a test can be used to support the examir@rdusion or, alternatively, indicate to the

examiner that variations in the observed minut@&tmns cannot be explained by normal



skin distortion. This could arise if poor minutiaerking has been applied by the examiner or
if the fingermarks are actually not from the samerse. The proposed approach therefore

serves as an objective quality control mechanism.
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Chapter 1 — Introduction

1.Introduction

By visual inspection, fingerprint examiners compargéngermark left at a crime scene with

an officially recorded fingerprint in order to ttg decide whether the two impressions were
made by the same finger. Because the fingermagkbealistorted or indistinct, the process
requires great skill and considerable training axgerience. Nevertheless it is in part
subjective, and has often been severely criticlzecause of publicly announced mistakes

(Stacey, 2005)(The Scottish Parliament).

This research aimed to use data extracted frongefimark features to define bounds for
variance due to friction ridged skin distortion,wever, it evolved to further explore a
potential objective test allowing practitioners &orive at a positive identification by

subjecting it to a metric, thereby providing aneabjve analysis of the comparison which
will give an indication that the examiner’s congtrsis correct or not. The metric gives an
indication of deviation from an expected resulthafis, how far from does the examiners

result fall from where a correct identification wolie?

Whist a statistical approach is taken to implentbattest, the probability densities calculated
are used simply as an indication of the level gfpsuit that can be given to the examiners

conclusion. There is no intention to calculateiacprobabilities or likelihood ratios.

1.1 A brief history of the fingerprint identification science
Fingerprint identification as a methodology hasrbestablished over the last hundred years.
The identification examines marks made by the amea structures of the skin of the

palmar and plantar surfaces (hands and feet) kramafniction ridged skin.
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The fingermark left by a person has historicallg Isggnificant meaning and was considered
as being the “person’s mark”, as if it were a sigra This is apparent in Chinese
documents from 220 to 420AD and later used in imdiantracts in the 1850’s (Ashbaugh,
1991). The mark left by a finger contacting a sthaurface is representative of the surface
of the skin on the underside of the finger. Thia skirface was described by Grew (1684) in
terms of the intricate patterns on the surfacehef gkin. It was later described by Mayer
(Ashbaugh, 1991) as having ridges of equal breadth in patterns displaying similarity

between persons whilst each instance was uniquélgreht. These observations are
significant as they are the roots of two underlyipgnciples supporting fingerprint

identification. These principles detail classifioa of friction ridge patterns and the

uniqueness of the ridge arrangement.

Purkinje, a professor at the University of Breslastablished nine different patterns of the
friction ridges (Berry & Stoney, 2001), these d#foms forming the basis for the

classification systems that are still in use todéi customised extensions.

Sir William Herschel, an English administrator mdia, saw the significance of the personal
mark and saw their potential in preventing impesasmm (Ashbaugh, 1991). Sir Henry
Faulds, a Scottish surgeon in Japan, suggestedsthef fingerprints for identification in an

article published in Nature (Tredoux, 2003). Fauddso suggested that the friction ridged
skin arrangement was permanent, although at the tims premise was questioned by

Herschel.
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The fundamental principles of fingerprint ident#ton are essentially as follows (Ashbaugh,
1994):
1. friction ridge patterns that develop before birthh mbt change during life and even
after death until decomposition destroys ridgea;ski
2. friction ridge patterns differ from individual tadividual,
3. overall friction ridge pattern appearances havalaiities that can be systematically

classified, even though patterns are distinctdgeicharacteristics.

Fingerprint identification was eventually used le identification of persons associated with
criminal activity. In 1892, the Rojas murder case Argentina was solved by the

identification of a fingermark in blood (Berry & &tey, 2001).

Sir Edward Henry, with assistance from Haque andeBaleveloped the Henry fingerprint
classification system which was implemented in@rssin India (Berry & Stoney, 2001), and
later (Scotland Yard, London) in 1901. This saw ititroduction of fingerprints as a forensic

science discipline to the world. The Henry systemstill in use today.

1.2 Friction ridge skin growth and development

The skin on the underside of the hands and fesiffeyent to the skin on the remainder of the
body in that it is covered by corrugated skin knoas “friction ridge skin”. The skin is
comprised of two layers, the dermis (inner) anddepnis (outer), the epidermis being
divided into five further layers. This skin is Hags and, of the variety of glands associated

with skin, has only eccrine glands.
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The friction ridges develop during the growth o¢ thands and feet and are complete before

birth. The following discussion summarises infotima provided by Babler (1991).

About 5 to 6 weeks after fertilisation, the hangpear like plates. By 8.5 weeks, the fingers
have formed and the joints of the hands are apmgaiThe development of epidermal ridges

(friction ridges) is preceded by the developmerthefvolar pads on the hands.

These pads occur on the finger tips, and the theyothena and interdigital regions of the
palm. The importance of the volar pads is thatrtlsructure probably affects the
configuration of the ridges. The volar pads fappear around the 6th week and grow rapidly
until the 10th week. The pads have different skagepending on whether they are on the
palm or the finger. After 10.5 weeks, the padsirbeg regress as the hand grows. This
regression occurs with the development and difteaBon of the friction ridges. At this
time, the creases of the hand begin to develdp.sfieculated that the movement of the hand
or the volar pads influence the resulting creas@be skin is tethered to the underlying
structures in the location of the major creasesdo@s$ not correspond to the underlying bony

structures but anchors the skin during graspingt{;F2000).

Before friction ridges begin to develop, the epndisr starts thin and smooth on the surface
and at the junction to the dermis. At about 10kseedges first appear as cell proliferations
in the basal layer, forming shallow primary riddkat project into the dermis. As the hand
grows, further primary ridges develop between @gstidges. This proliferation produces
the branching and islands, and determines the d¢mafiguration of the friction ridges. With

growth, the primary ridges grow in breadth and pexte further into the dermis.
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At about 14 weeks, the sweat glands begin to dpvaliong the ridges and penetrate into the
dermis. By 15 weeks, the stratum corneum (outgzrlaf the epidermis) appears and the
secondary ridges begin to develop. The seconddggs at the epidermis / dermis junction
appear, corresponding in position to the furrowmneein the primary ridges on the skin
surface. The development of the primary ridges neases. Between 17 and 24 weeks, the

secondary ridges continue to develop, reflectimgptimary ridges.
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Figure 1 Cross section of friction ridged skin
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At this time, the epidermal ridge system has thepmology of an adult. As the secondary
ridges develop, peg-like structures called dernagllfae grow in the dermis, protruding into

the area between the primary and secondary ridges.

Ashbaugh (1991) describes a “ridge unit” as ciimg] of a sweat pore surrounded by
dermal papillae. During the growth of the skinedl units fuse together to form the
individual ridges in the dermis. The developmehthe friction ridges does not occur as a
singular event across the skin. It commences enfitigers at the tip, in the centre of the
volar pad, and at the periphery of the digit. Tdevelopment spreads from the areas of

initiation and these growing areas meet to coverstirface.

The final configuration of the friction ridges isid to be influenced by many factors,
including:
e growth stress giving rise to directional pressuoenf cell proliferation;
» volar shape, height and skin thickness;
* neurotrophic factors indicating a relationship begw the initial locations of nerves
and the development of the primary ridges;
* ridge bundles which lead to an alternative but ppsuted theory on friction
ridged skin development; and
» skeletal factors indicating relationships betweendsize and development and

eventual pattern type.

In consideration of the uniqueness of the frictradge skin, Ashbaugh (1991) stateAll”
ridge units have been subject to genetic and phlpiessures while growing. The plethora

of genetic and physical variances during frictiadge formation is the reason why no two
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areas of friction skin will ever be found to be g@&ne, even in a small area. The variables

involved are too great

Although the uniqueness of skin can be derived ftoenstatement of Ashbaugh, a statistical
or empirical proof has not been delivered to dafkéhis further provides impetus behind

research such as this.

After the skin has matured and development hasedeakin cells continue to proliferate
from the basal lamina — the junction of the deramsl epidermis — as a part of normal life.
The cells migrate to the surface of the dermis awvgueriod of approximately 28 days.
During this migration, the cells change shape, megkeratin, and the nuclei break down
resulting in the death of the cell. The cellshat $urface of the skin eventually slough off and
are lost (Berry & Stoney, 2001). The eventual mprktion of the friction ridges remains
constant with the person until after death. Théy asariations will be through dilation
(growth) and permanent scarring, should the skiddeaged into the depths of the dermis.
Whilst the dermis is not damaged, the constantatimn of cells to the surface ensures that

the surface configuration of the friction ridgeslwemain constant (Ashbaugh, 1994) .

1.3 Deposition of latent fingermarks

When a finger contacts a surface, the bulb of ithgeef and the skin flex to accommodate that
contact. The degree of flex will be dependentamidrs such as the degree of effort applied,
the direction of that effort, and the shape of shieface contacted. The mark that is left
behind will be comprised of a variety of constittgeenf gland secretions and environmental
contaminants. The appearance of the mark wilhBaenced by a number of factors that will

result in anything from a clear reproduction of fhietion ridge detail through to a mark
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bearing indistinct detail and being nothing morantta smudge. These factors are said to
include:

» composition of the material deposited;

* amount of material deposited;

» characteristics of the receiving surface; and

» pressure and skin movement or slippage when dappsite mark.

Other factors not discussed will influence theigbib detect a mark.

The function of the hand is associated with gragpind the human ability to manipulate an
item. Friction ridges are so named due to theiistance with grasp. Sweat also provides an
adhesive quality to assist the grasping procesgt(F2000). In handling an item, a person
leaves behind marks on that item left as a resuhefinger contact. It should be noted that
people do not intentionally leave fingermarks; trag left behind as a bi-product of the
associated process of grasping. It therefore sttrat the following needs to be recognised:
“It is well accepted that wide variations in the ambof detail transferred during any given
contact from the three-dimensional world of a finge the two-dimensional realm of a
fingerprint may not permit individualization. Thudthough the ridge pattern arrangement
on friction ridge skin is unique, one may not bdeato render an identification or an
exclusion of a source from the limited amount diidlen certain latent prints (Budowle,

Buscaglia, & Schawartz-Perlman, 2006).

The quality of the fingermark will later be the gedi of an examiner’s objective analysis in

terms of what information is visible and reliabigking into account the clarity of the image
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and considering the effects of pressure, distortimedia and development techniques

(Champod, Lennard, Margot, & Stoilovic, 2007).

1.4 Development of the fingerprint identification methodology

Comparison and evaluation of friction ridge formas takes place in the brain of the
examiner (Ashbaugh, 1991). It is a process thquires assessment of the material for
comparison and the recognition of features repredubased on an understanding of the
structure of friction ridge skin, the way it behavi@ conjunction with other surfaces, and

how a mark is deposited.

The types of features (known as minutiae) that oata finger impression are variable but

‘

include ridge endings, bifurcations, and dots lanids.

TR

Ridge endings Bifurcation Island Variations

Figure 2 Examples of fingerprint features

Other features that are composites of these baatares occur and the terminology used to
describe these varies (Figure 2). Variation in dppearance of a feature may exist due to
excess sweat or pressure. For example, the foudgge in Figure 1.2 appears as three ridge
endings; however, with pressure and excess sweatthtee endings may be seen to join,

producing a feature that would be classified aguadation.
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There are other ridge structures that are apparantrks that can be used for identification

purposes. These include sweat pores, ridge edgeshcreases, scars and subsidiary ridges.

All features and the pattern type fall into thresegories (Scientific Working Group on

Friction Ridge Analysis, 2011):

Level 1 detail; Friction ridge flow, pattern type&nd general morphological
information.

Level 2 detail; Individual friction ridge paths arassociated events, including
minutiae.

Level 3 detail; Friction ridge dimensional attribst such as width, edge shapes, and

pores.

Traditionally, fingerprint examiners would look febrrespondences between a mark and a

print in terms of (Moenssens, 1971):

General pattern agreement;

Qualitative concordance (compared ridge detailobtke same type and shape);
Quantitative factor (a predetermined number of mmaty characteristics has been
met), and

The relationship between ridge characteristica(red positioning and numbers of

intervening ridges between examined).

Note the term “print” or “fingerprint” generally fers to a finger impression from a known

source.

The “Quantitative factor” dealt with minutiae quiyt which has influences from Edmund

Locard’s tripartite rule that set the basis forgénprint identification standards (Champod,

1995). In summary, the assertions were:

10
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1. If more than 12 concurring points (features) arespnt and the fingerprint is sharp,
then the certainty of the identity is beyond debate

2. If 8 to 12 concurring points are involved, then tase is borderline and the certainty
of identity is dependent on sharpness, rarity, gmes of key class features and clear
finer friction ridge details.

3. If a limited number of points are present, thertaiaridentity is not possible, only a

probabilistic expression is possible, in proportiorthe number of features present.

The first two of these rules were widely acceptad have been representative of practices
throughout the world until the 1950’s when it waggested that the type of minutiae should
be weighted according to rarity of occurrence, tireddetailed consideration of qualitative as
well as quantitative aspects was further emphasi3ée third rule has never been addressed
by fingerprint examiners and has largely been disaged. The International Association for
Identification’s (IAl) stance in relation to a gtdical approach states thatArty member,
officer or certified latent print examiner who prdes oral or written reports, or gives
testimony of possible, probable, or likely frictiadge identification shall be deemed to be
engaged in conduct unbecoming such member, officecertified latent print examinér.

This ruling has only recently been rescinded(P&lirSmith, & Garrett, March).

Accordingly, the outcomes resulting from the conngzar of a mark and a print will be that:
* The mark and the print have come from the samecspaor
* The mark and the print have not come from the ssonece; or

* The mark cannot be excluded from coming from thmeesaource as the print.

11
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There is no method at present, where an operalyovnaidated expression of probability or
likelihood where the examiner cannot give a conekisnclusion or exclusion, or where
there is a requirement for a predetermined numbeomesponding features to exist, and that

number has not been met.

In 1970, the IAl established a Standardisation Cdtem whose purpose in part was to
review the validity of the requirement for a nuneatithreshold. Their conclusion was that
there existedho valid basidor requiring a predetermined minimum number aftdees to be
present to establish a positive identification.lldwing this, a deviation from the set number
requirement began, with a trend toward the cumestihodology that considers a qualitative
and quantitative approach to the identificationcgss. In 1995, in Neurim (Israel), the
Standardisation Committee’s finding was extendestate that nscientific basisxisted for

a predetermined numerical standard to be used (fb@niennard, Margot, & Stoilovic,

2007).

David Ashbaugh of the Royal Canadian Mounted Pplicehe early 1980’s, introduced the
concept of Ridgeology, a holistic approach to fipget identification. This required not
only the knowledge of the formations and structwethe skin, but an examiner must also
have experience based on sound training and ex@dsuhousands of friction ridge prints.
This exposure is required to provide confirmatidnthe facts scientifically established by
pioneers and researchers, through personal observdt is the examiner’s responsibility to
be aware, understand and apply that knowledge @Asith 1991). The method that
Ashbaugh describes involves the processes of Asaly@omparison, Evaluation and
Verification (ACE-V). This method is not specifio the fingerprint discipline as it is also
described by (Tuthill, 1994) in a generic crimigélis context. It requires that the examiner

makes observations on the mark duringaaalysisof it. This is done before viewing the

12
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reference print to avoid bias from having examiitedThen acomparisonbetween the two
impressions is followed by aevaluation of the information obtained with regard to
correspondences and differences. Finally, thelasion of the examiner must berified by

a suitably qualified person as being technicallydva

1.5 Present situation

Most countries in the world utilise the ACE-V metladogy; some still require a minimum
number of features to be found in both comparedasgons. A recent publication from the
American National Academy of Sciences(National Rege Council, 2009) was highly
critical of the fingerprint discipline (and manyhets) indicating that it was lacking standards

and a statistical basis for it outcomes.

In my experience, fingerprint examiners generatiyndt want or see the need for a statistical
approach to fingerprint comparisons. For most ae comparison of fingermarks can be
done much quicker than the analysis of other method identification. The use of
automated fingerprint identification systems andjitdl imaging technologies permits
expedient transmission and identification of fingarks across cities, countries and the
world. The position of the Australian Fingerpritientific Working Group (Brisbane, May
2011) is that, the introduction of a statisticaldabis viewed as undermining the operation
and effectiveness of the conclusive outcomes ofxaminer and is perceived as being
ultimately unnecessary. From my experience, thera clear difference in the views of
academics and examiners coming from positions o€gpeed needs of the fingerprint

discipline and judicial system.

13
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This research aims to test a concept that wouldosatability densities applied to the data
that the fingerprint examiner uses to make the tifieation. Ideally this would occur
through the use of computer based comparison saftasad would require nothing more of

the examiner to achieve the measured outcome.

14



Chapter 2 — Challenges and responses

2.Challenges and responses

2.1 Introduction

Whilst the ACE-V process is valid in criminalistigenerally, it involves an “Evaluation”

process where there is an inherent subjectivityt tkadue to variations in examiner

experience and training, and perhaps knowledge tbéroaspects of the investigation

(Langenburg, Champod, & Wertheim, 2009). Whereaehis subjectivity and minimal

friction ridge detail available, the obvious questarises:
“How much correspondence between two fingerpringsifiicient to conclude that they
were both made by the same finger?” David Storaeydistinguished expert on
fingerprints, tells us: An adequate answer to [thigestion] is not currently available.
The best answer at present to the question ‘Howhnmienough?’ is that this is up to
the individual expert fingerprint examiner to detene, based on that examiner’s
training, skill, and experience. Thus we have auefined, flexible, and explicitly
subjective criterion for establishing fingerprimtantification. Any unbiased, intelligent
assessment of fingerprint identification practibeday reveals that there are, in reality,
no standards. That is, the amount of correspondenciiction ridge detail that is

necessary for a conclusion of identity has not bestablished(Stoney, 2001).

There is no simple answer to this question. Thegediprint community describes the question
as a grey area that is directly affected by the pamed materials’ quantity and quality of
information (Vanderkolk, 1999). The determinatmihquantity and quality is influenced by
the examiner’s training and experience. But itudtialso be asked, “Is Stoney’s question

reasonable or achievable?”, which it may not beitiner case.

15
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There is much dissention in this regard, illusulaby fingerprint comparisons (and other
comparative science methodologies) that have btoafgbut challenges in the US in the
Federal Court, notably in US v. Mitchell 1999 an8 M. Plaza 2002. The confusion and

misunderstanding by the legal community stems &omriety of sources, including popular
notions about science in general and specificatlyerisic science, using forensic DNA
examinations as a model for interpreting forensa lexamination results, and the difference
between calculating probabilities and scientifidiability” (Houck, Bisbing, Watkins, &

Harmon, 2004).

In the absence of any valid comparison betweemitithods employed for DNA analysis and
fingerprint analysis, it is easy to point out péved deficiencies in the comparative scientific
disciplines such as hair or fingerprint examinatiovith these disciplines, there are no
established and accepted models that account fimr*€as defined in terms of measurement
and not identity) or Daubert criteria (Berkman Cerfor Internet and Society, 1999)as could
be applied to analytical disciplines, such as DNAfipng. It should be noted that “error

rate” as applied to fingerprint identification ha®re recently been studied (Ulery, Hicklin,
Buscaglia, & Roberts, 2011)(Langenberg, 2009), bot in the context of operational

application, that includes verification and othaabty control measures.

The tests for admission as evidence in the US Be@=urt stem from the Frye and Daubert
criteria, each of which have resulted from courtttera: US v Frye 1923, and Daubert v
Merrell Dow Pharmaceuticals Inc. 1993. The testega applied initially to evidence

purporting to be “scientific’. Later as a resuftkumho Tire Co. v. Carmichael 1999, this

extended to apply to evidence deemed to be “tealiniaVhilst there are debates in the US

16
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as to whether fingerprint identification is scidistior more an “art”, there have been

numerous Daubert challenges, none of which have seecessful.

A significant outcome from a United States Fedemlirt hearing, regarding the “Daubert”

challenge in the matter for Plaza (United Statestrigt Court, E.D. Pennsylvania, 2002), was
that the uniqueness of fingerprints was given jiadlicotice, meaning that the uniqueness of
fingerprints was accepted as fact in that courhis Telates loosely to the mark left by a

finger, as it is a lesser quality reproductiontad torresponding surface of the skin.

The Daubert criteria for testing scientific or taatal evidence in the US federal courts are:
* Is the methodology generally accepted?
* Has the methodology been tested?
» Has the methodology been peer reviewed?

* Is the error rate for the methodology established?

Are there defined standards for the applicatiothefmethodology?
Judges of such courts act as gate keepers fonttegluction of evidence (especially novel

evidence) and can require that any or all of thterca are met.

2.2 Knowledge gap

As Donald Kennedy, the editor-in-chief of Sciengetes, It's not that fingerprint analysis

is unreliable [but] . . . that its reliability is mverified by either statistical models of
fingerprint variation or by consistent data on errmates.”(Zabell, 2005). The world of
statistics and the world of comparative sciencgseap at least in the context of fingerprint
comparisons, to be worlds apart. The statisticiati®eve only in statistics and the examiners
only in themselves. Accordingly, the current apgiion of statistics to fingerprint

17
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identification is largely conducted in the absermie a fingerprint expert's input or
interpretation. There needs to be a circumstankerevthere is an understanding and
acceptance of both manual and statistical appreathdingerprint analysis. There also
needs to be an understanding of what each approachcontribute to the provision of

evidence.

2.3 Research contributions

The method of fingerprint comparison can be dividatb the two sub-disciplines of
identification and verification, which targets ajpptions in the biometrics industry, and mark
searching and comparison, whose outcomes may tudestvidence in criminal proceedings.

The latter is where this research is targeted.

An approach to fingerprint comparison, besides mhmethods such as ACE-V, is to model
the measurable aspects of the friction ridge skdhmodel (Duda, Hart, & Stork, 2001) is
comprised of descriptions of the subject that goéctlly mathematical in form. The manual
method for feature measurement considers relagigtufe position, angles from one feature
to others, classification of the features, and thenber of intervening ridges between
features. It does not incorporate actual measureofalistances and angles between marked
features in a comparison, although this is implitithe manner in which a person compares
fingermarks. The path from one feature to the ried a direction relative to the finger
orientation, and the number of intervening frictindges between two marked features is
representative of the distance between those fegtutue to the relatively consistent

frequency described by the number of ridges aniéysaper unit length.

There are various publications that detail modeisfihgerprint comparisons that produce a

variety of results, including the production of dihood ratios supporting, or not, the
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hypothesis of individualisation, or expressiondingerprint individuality based on various
measurements and quantities of data. This resesaels to simply analyse the mark left by
a finger using features used in the identificatimmcess as marked by an examiner.
Measurements will be compared with data describeasonable bounds for friction ridge
skin stretch, that is, the bounds of natural digior to provide an ability to test the

examiner’s hypothesis of individualisation.

Various attempts to describe fingerprint individtyatan be summarised (Stoney, 2001) as

follows:
Galton, in 1892, worked on the ability to prediotas of friction ridge detail for given
sized regions and frequency of occurrence of pateBalthazard established a set of
defined minutiae, which was later extended by Bdsepressions of the probability of
a type of ridge variation (ridge ending, bifurcatiodot, continuous ridge) were
established and modified, for given pattern typ&upta examined the frequency of
occurrence of feature types in specific locationRoxburgh approached minutia
selection on the basis of polar coordinates angericbunts from an origin and, using
this model, calculated the total variability thatutd occur under that model. Amy
considered variance of feature type, using Balttthzaclassifications, and also
variability in the number and position of minutif:rauring assumed that all minutiae

were randomly distributed and that there were odige endings and bifurcations

Cappelli (Capelli, Miao, & Maltoni, 2001) modelletistortion in friction ridged skin when a
finger is placed on a fingerprint sensor surfaCappelli was interested largely in fingerprint
verification in biometric access-control systemsle nominated three areas of the skin

contact area as shown in Figure 3:
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- a close contact region where high pressure doeslloot any slippage, which is in
the middle of the contact area (region a);

- an external area whose boundary delimits the @dibigerprint area and where light
pressure allows the skin to be dragged by the fingezement (region c); and

- a transitional area where an elastic distortioprzduced to smoothly combine the

above two regions (region b).

Figure 3 Regions a, b & ¢ of a finger as definedClaypelli et al.
This shows distortion due to clockwise rotation dogvnward movement of the finger
(Capelli, Miao, & Maltoni, 2001).
The Cappelli research was undertaken to furthewlaage in relation to fingerprint sensing.
The context does not entirely coincide with thatcdme scene mark analysis, in that the
movement of a finger on a surface at a crime scenet limited to the area of a fingerprint
sensor. It does, however, introduce the distiegians that exist with respect to the onset of
distortion due to rotation or translation of theger. With that in mind, the regions as
defined by Cappelli, in the crime mark context,|lwiry where we see the entire surface of
the skin distorted due to gross movement of thgefinon the surface resulting in total
slippage. It is expected that, with total slippagggions ‘a’ and ‘b’ may be insignificant

where the total area of contact is distorted.
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Pankanti (Pankanti, Prabhakar, & Jain, 2002) measminutiae in terms of their Cartesian
coordinates and the angle of the ridge on whicly teeide. The “template” of the mark was
therefore defined by a collection (the finger) atalsets (each minutia). An area of overlap
was established after reasonable alignment, andlatetion of corresponding features
compared. Features were said to be related éréifices in angle and position fell within
described tolerances. The tolerance for distara® prescribed by a circle of given radius
around each minutia. This model (Pankanti) death distance between minutiae on the
basis of the Cartesian plane. The plane representgd platform that does not adequately
deal with skin distortion. Due to its high flexiby, friction ridge skin distorts readily when
there is contact with a surface. The stretch taundorm across the skin in terms of direction
and magnitude (Dinning, 2005). Due to its plasticthe application of forces, some of
which are not orthogonal, produces non-linear distos in recorded fingerprints (Capelli,
Miao, & Maltoni, 2001). There is a gradual changeboth minutiae position and angle
across the contact area of the skin, and this fectaid by the pressure applied and any
rotation or translation of the skin on the contdcseirface. The variation of the relative
positions of the minutiae across the surface ofciir@act area is therefore also non-linear.
The model needs to compare positions of the miauwdah each other (with a degree of
tolerance) and not with the plane on which it si@thers (Neumann et al 2006, 2007) use the
feature type in their descriptions; however, thetdes classification can vary with variations

of pressure and movement, and represents a liomtatisuch a model.

Egli et al (2006) looked at methods of visualisfmggermarks from both samples of latent
(fingermark) deposits and “Livescan” devices aneédushese samples for the purpose of
determining within- and between-source variabili;nd a probabilistic approach to

fingerprint evidence. “Within-source” refers to rks that have come from the same finger,
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whereas “between-source” refers to marks that lerae from different fingers. They

derived benefit from scores obtained from an ARJStem. Results indicated that within-
source variability measurements were affected byibualisation technique, the number of

minutiae, and the configuration of the minutiadheBtudy was supportive of using Livescan

systems in the creation of a data set for modelkitgin-finger variability.

Where others have attempted to demonstrate theidiidility of fingerprints, Neumann et al

(2006) sought to assess the evidential contribugfathe compared mark and print. Features

extracted included pattern type, the zone of timgeli, minutia type, distance between

subsequent minutiae, and relative angles betweemnitiae. Neumann has described the

features as discrete (classifiable) or continuousidble), and calculated likelihood ratios

based on these. Figure 4shows the relationshiffgeeafontinuous variables.

Minutia 2
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Minutia 3

Figure 4 Continuous features as used by Neumaain(2006).

L refers to the distance to the next minutia ane#&rs to the angle described by the minutia
and the opposite side of the triangle.

Neumann (Neumann, et al., 2006) used establishedtia& densities from previous research

to calculate probabilities in relation to occurres®f minutiae combinations in pattern types
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and frequencies of pattern types. He used Delaunaggles to describe the relative
positions of features. A key aspect of measuresneetween features is that the degree of
change of relative position and angle of path frone feature to the next increases with
distance (Dinning, 2005). Delaunay triangles ai@ngles described by three points in a
manner that no triangle boundary contains a fopdint. There is no consideration of how
far apart the minutiae are and the effect that emsed distance may have on the

measurements of the angles.

Neumann (2007) later modified his model to incogpera centroid location, being the mean
values of the minutiae Cartesian coordinates. hé@ selected the minutiae for the feature
vectors by commencing at a position vertically abtve centroid (in the image) (see Figure
5), and scanning the image in a rotational manheutathe centroid, encountering minutiae
as the rotation angle increased. He then extrdetgdres for each minutia, which included
the minutia type, angle of the minutia relativettie image, distance from the centroid to the
minutia, distance between subsequent minutiae a@datea described by the minutia, the
next minutia and the centroid. Once the rotati@s womplete, the print could be described
by the resulting set of vectors. The centroid barused as a relatively consistent reference
point for the data set that is rotationally toldrdout the potential problem with this model is
that distortion that could cause stretch or congoesof the skin, a change in the positions of

the minutia, and a possible re-ordering of the m@&@uand vectors.

To address distortion, Neumann et al (2006) designeodel to facilitate a sufficiently large

sample from which he could derive distributiondieTmodel assumes that distances between

the centroid and the vertices for a given triarggle be varied independently. This
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assumption can be questioned as the featuresdestj physically connected, and the

changes of position that proximal minutia expereend| be similar (Dinning 2005).

P———— —_—

Minutia 2
‘ Minutia 1
\

ﬁ% Centroid

Figure 5 Features extracted by Neumann et al.

Minutia 2

' Minutia 1

R1 refers to the distance from the centroid tontleutia, L1 refers to the distance to the next
minutia, and S1 refers to the area described byniheatia, the next minutia and the centroid.

As expected, the variance demonstrated by Neumatimhis model is greater where the
independence of movement is introduced. Neumann®el is complex and utilises multiple
distributions of data. It is also limited at thime to specific fingers and pattern types but

appears to be robust and will be further developed.

2.4 This project

The fingerprint discipline is viewed very differgntby different persons. Fingerprint
examiners generally see no need for statistics. eréfhis much confusion and
misunderstanding about both the visual compariswhstatistical approaches to fingerprint
examination.
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However, pressure is being applied from a numbeareés to conform to a perceived best
practice for forensic evidence, i.e. the applicatiof Bayesian statistics, producing a
likelihood ratio representing the degree to which ¢vidence does, or does not, support the

case for the prosecution.

The researcher in this study is a fingerprint exeeniof twenty years experience with both
academic and fingerprint identification qualifieats. The research objective is to establish a
simple model that will use probability densitiesaimalyse the data used by an examiner in
arriving at a positive identification, and possilgyovide supplementary evidence for the
conclusion reached by the examiner. It is not psed that the examiner becomes redundant,

leaving the evidence only in the form of a likeldabratio.

The proposed model aims to describe how much vamiah position can occur between
proximal minutiae. The amount of variance possiMathin-source variation) will be
established through experimentation with the fisgef one person. Between-source
variation will be established though the comparisbrknown finger impressions to close
non-matched finger impressions obtained throughAatomated Fingerprint Identification

System (AFIS) data base search, and the corregpmpAdilS nominated minutiae compared.

The features extracted in this proposed modeladlmtwhat an examiner would state that
they use, namely, relative positions of minutiad anmbers of ridges between them. This
can be described by the distances between minamid¢he angles between them. Minutiae
can include classifiable ridge features, such asngs or bifurcations, and could also include

ridge structure such as pores or subsidiary ridgése proposed model considers feature
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location above feature classification. Classifmatof the features is not included in the

model as this may vary between impressions.

2.5 Research objectives

This research aims to:

Develop a metric that will indicate a degree of mup (or not) for the comparative

science of fingerprint identification as practissdfingerprint examiners;

* Measure the changes of positions of fingerprintunae due to friction ridge skin
distortion in terms of the magnitude and direciwdrchange;

* Generate distributions for the amount of changédheurs in positions of fingerprint
minutiae both within and between-sources;

* Develop an alternate method for testing prints aratks purported to have come

from the same source, to determine a degree ofosufip the proposition that they

have come from the same or another source, baste aegree of apparent match of

the locations of minutiae.

2.6 Hypothesis
Friction ridged skin has a stretch limitation; tteéore, corresponding minutiae in

compared images of fingerprints will vary in thesfative positions within limits.
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If the hypothesis is supported by this research, rthinutiae marked by a fingerprint
examiner can be tested in terms of how well thatined positions of all minutiae fit to the

corresponding print with reference to that stréictit.

Data can be extracted from minutiae marked by amaxer on a Cartesian plane in
terms of their x and y coordinates. From thesedioates, the minutiae locations and the
relative positions of proximal minutiae can be desieed. It is assumed that
measurements taken from proximal minutiae repreffemtleast variation that should
occur, and the further apart the minutiae arentbee skin there is between them and the
more the potential for stretch and variation cacuoc

The relative positions of minutiae can be determhitieough triangulation of the minutia
in question and its nearest two neighbouring maeuti From these three minutiae, two
distances (the distances from the minutia in qaergb the other two individually) and an
angle determined by the three minutiae can be measurhe variance of such positions
is to be established through the examination ofimwisource data. Once corresponding
minutiae in a comparison of two fingermarks are kedr a measure of fit according to

established variance limits can be determined.
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3.Materials and methodology

3.1 Introduction

The following steps were taken in developing arsting the model:

1. Identify one person for the acquisition of withiousce data.

2. Acquire (reference) images with minimal distortmineach finger from that person, to
be used as reference images for comparison. Whise is distortion in all finger
impressions, the reference images must have lesdgtpossible to represent as close

as possible the “ground truth” for each finger.

3. Generate a set of (18) images taken from the chiosividual of all of their fingers,
with distortion induced by a specified set of moeents. This will provide images for

the generation of within-source variation.
4. Select ten minutiae (total of 1800) for each withource finger for measurement.
5. Measure distances and angles between selectediaminut
6. Establish within-source distributions for the folimg:

a. The variation in distances from a given minutiathe nearest two other

features, and
b. The variation of angle determined by the three e

7. Search the reference finger images against the TCaien National Automated
Fingerprint Identification System (NAFIS) databasdind close non-matches which

will serve as between-source candidates for corsgavi
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8. Use minutiae that are nominated by NAFIS as coardimg with the between-source

images.
9. Measure distances and angles between selectediaeinut

10. Test each between-source candidate by:

a. Measuring each marked minutia and their nearest phineighbouring
minutiae for the distances and angle, as was don&é& within-source data
collection;

b. Comparing the measurements against the relevaninwgburce distributions;

c. Establish an indication that the examiner’s findimgr is not supported.

3.2 Equipment

Nikon Digital Camera D200
The Nikon D200 camera satisfies the needs forgtogect in that it is a highly configurable

camera with interchangeable lenses. The experahsetup for this project involved the use
of an AF-s Micro Nikkor 105mm lens set at F36. Taenera was used in aperture priority
mode with the focus manually set. These and atk#ings were saved as default. The
camera was mounted on a custom built aluminium déravhich was placed on the pan of a

balance. The Nikon D200 acquires an 24 bit RGByenaf dimensions 1936 x 1296 Pixels.

A&D GX-20K Balance
This balance was chosen for a number of reasondasl a large pan on which the frame

supporting the camera and prism can be mountethggéavvery stable platform. The balance

has a weight range of 0.1 gram through to 2100éhgrat 0.1 gram intervals. The balance

30



Chapter 3 — Materials and methodology

has serial port connectivity that allows it to beeded for weight values or controlled

through customised software (such as V++ scripteguld the need arise.

Prism
A perspex triangular prism was used as the fintggep. The finger contact area on one face

of the prism could then be seen from a differenefand recorded. The prism was mounted
in an aluminium casing affixed to the aluminum feam The prism had been used for
previous projects that investigated fingermark atigdn(Dinning 2005& Richmond 2004),

and had therefore been validated as being suitab&ich research.

Dell GX520 PC
The PC has a Pentium D processor running at 2.8\@thzl GB of RAM running Windows

XP Service Pack 3. An additional 19 inch monitod @n external hard drive were attached.
The choice of PC was not vital in this project ame@ded no specific configuration other than
the system requirements of the software used. CHmeera and external hard drive were

connected to the computer via a USB cable.

3.3 Software

Nikon Camera Control Pro 2.0.0
This software is produced by Nikon for the purposeemotely controlling Nikon cameras.

PC control of the camera was chosen as the ertinei@ settings can be established through
testing, saved and recalled to ensure consistentheiimages obtained. A destination folder
“test_in” was created, to which the Nikon softwavas configured to save all acquired
images to. Whilst the camera was configured thindhg software user interface, each image

was acquired using an electronic cable release.
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Visual Basic 6
Visual Basic 6 is an integrated development enwvirent that allows for the development of

user defined programs. A dialog was developedhkyaiuthor for a specific function. The

software polled the test_in folder for incoming gea. If an image was found, the software
would rename and move the image to a destinatiefo This was to ensure that each
image acquired was named immediately after theefimgovement was performed and the
image acquired.

The process was:

Ascertain which finger was to be recorded
and which movement performed

|

Enter the subjects initials and check the radio
buttons that indicate which movement is
being performed

A 4

Activate the polling process and acquire the
image

The result of the configuration in Figure 6wouldéle name “BC_LI_ac_4".

l!""t No files to copy

Subject mavemnent direction measure
BC O o ADW {~ 30 ¢ B0 ¢ 90
i " up O down i1 2 3 4 (5§
ifiger
o o O o o Ol = left 7 night B 7 8 9 10
U O T S | T O | i reference
(" calibrate
Copypath | || Deactvale i  File copy active more Ex

Figure 6 File copier application in Visual Basig 8lecting the various parameters the
name applied to an acquired image can be configoretatch the movement of the finger.
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MetaMorpho 4.2 NAFIS
MetaMorpho is a fingerprint database and searcbaityvare provided by Morpho (formerly

SAGEM). 1t is currently the software maintained the Australian government agency
CrimTrac for the maintenance of such records fbAaktralian police. It provides for the

searching, registering and retrieval of fingermiftom people (known source) and from
crime scenes (unknown source). A search can bégooed with parameters including

pattern classification, sex, minutiae placementseatch region (state of Australia).

In this project, the software has been used tachdargerprints of known source to find near
non-matches of unknown source for between-souncgadsons.

There exist other similar programs, however thesenat provide access to the Australian

Federal Police owned data in the national data.base

Digital Optics V++
V++ 5.0 is a highly flexible imaging applicationathincorporates an intuitive scripting

language similar to Pascal (VPascal). This softwaas chosen as the author has over ten
year’s experience developing applications withnid &as done similar research with most of
the same hardware. The scripting language en#i#esdevelopment of very specific imaging
and device controlling solutions to user requireteen The software was used for the
geometric correction of acquired images, the mamelking of minutiae on images, and

measurement of the angles and distances betweentimein The correction and

measurements were achieved through the writingusfomized scripts to achieve specific
outputs. The processing of images in this manth@wved for batch processing of images and
many calculations to be automated and performedsimort time. Data output from V++ was
configured to be in the form of comma separatediegl(CSV) formatted text file. See

Appendix 7.2 for the scripts.
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MATLAB
MATLAB 7.4.0.287® is a high-performance language tiechnical computing. It integrates

computation, visualization, and programming in amyeto-use environment where problems
and solutions are expressed in familiar mathematiogation (MATLAB documentation
2007).

This software was used for the processing of datsexated in V++ to calculate within-
source mean and covariance data. It was alsofasdge testing of cases using multivariate
normal distribution functions, as described by\hihin-source mean vectors and covariance
matrices. Matlab is able to open text files thtowgripting in CSV format. See Appendix

7.3 for the scripts.

SPSS
SPSS Statistics GradPack 17.0 is a comprehensagy;te-use set of data and predictive

analytics tools for business users, analysts andtiststal programmers (SPSS
documentation). SPSS was chosen as it is a sitopldor examining and plotting data for
correlations, regression and normal distributi@PSS accepts data in CSV format as output

by V++ and plots data very effectively in a forntiaat is Microsoft Office compatible.

3.4 Choice of finger movements for within-source data collection

The variations in the relative positions of minatiithin a fingerprint are caused by the
distorting of the skin when the finger contactsugace. The bulb of the finger is subject to
compression between the bone of the finger andstiniace contacting the finger (Maceo
2009). Distortion in the skin can occur due toiat@wns in the normal force applied, the

shape of the surface, and the force applied laterdle surface during the gripping action.
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Regardless of the type of surface or the forceiepplt is proposed that there is a limit to
how much skin can stretch. A number of movemehth® finger placed within a range of
applied force were selected to introduce high ewéldistortion. Neumann (2006) achieved
this by placing the donor’s finger on the recorddeyice and having the donor move their
feet to nine prescribed places. For the studyemtes here, the donor was only required to
move their hand.
The movements were (abbreviations for naming appete brackets):

» Lateral movement sideways to the left (If)

» Lateral movement sideways to the right (rt)

» Lateral movement towards the tip of the finger (up)

» Lateral movement towards the palm (dn)

* Rotation of the finger clockwise (cw)

* Rotation of the finger anti-clockwise (ac)

Each lateral movement involved the placement ofnget without movement, an image

acquired, and then the movement performed and anwmttage acquired. Therefore, for each
lateral movement, there were two images taken.

Each rotational movement involved the placemenheffinger without movement, an image
acquired, and then four incremental rotations effihger (at approximately 11 degrees per
interval) with an image acquired on each positemthat in the fourth image the finger has

been rotated approximately 45 degrees.

The amount of movement of the lateral and rotatiomavements was gauged by how much
the finger could be moved before it slipped comglleton the surface. In the case of
rotations, this was approximately 45 degrees amddieral movements approximately 3
millimetres. A study by Maceo (2009) establishbdtt under high applied force, fingers
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slipped completely after a movement of up to 3matetally) or a rotation of up to 30
degrees. The movements chosen for this study wele meant to be approximate but
sufficient to cause a range of distortions andmdtely, cases of complete slippage of the

finger on the surface within a range of appliect&or

Images acquired of fingers subject to these movenamere named accordingly. For
example, an image named “BC_LI_cw_04" came fromcBrGomber’s left index finger and

was the ¥ position in a clockwise rotation.

The decision to include a placement of the finggheut movement at the beginning of each
movement may be argued to lessen the varianceiarttount of distortion measured overall.
However, based on experience, the author arguéeshinanajority of finger marks located at

crime scenes do not show gross distortion.

3.5 Application and chosen range of force
The application of force by the finger to a touclsedface is necessary to facilitate grip. As
the force applied increases, the width of theibiicridges also increases, thus establishing a

relationship between pressure and the amount oftefpplied to the finger (Maceo 2009).

3.5.1 Finger, surface and movement relationships

One of the functions of friction ridged skin is thaf grip. The structure of the ridges,
combined with perspiration, provides the skin vathesistance to slippage. Furthermore, the
volar pads (on the finger tips and palms) are [@iand able to mould to an object being
handled.  Given sufficient rotational or tangeinfarce, the skin will have insufficient

resistance to that force and will slip. Thatispses its grip.
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Kinoshita et al (1997) sought to determine, amotigero objectives, how the minimum
required grip force preventing frictional slip, wasfluenced by tangential torque with

tangential force loads.

One aspect of their study concerned the mannethiohathe slip force (normal force at the
point of incipient frictional slip) depends on lévef tangential force and tangential torque in

the digit-object contact area. They observed thelationships between:

* Normal force (the force applied by the finger pageular to the surface);
» Slip force (the force required to make a fingeelds grip);
* Rotational torque (force applied to make the finggate on the surface); and

» Tangential force (force applied to make the finganslate on the surface).

They found that:

Slip force is linearly proportional to normal forcegardless of the digit or surface

type;

* There is a linear relationship between normal fawd tangential torque required to
cause slip;

» There is a linear relationship between normal faod tangential force required to
cause slip;

* The friction coefficient, that is the factor thapresents a material’s propensity to
grip, can be considered to be constant acrossgatiédand

» There is variation in friction coefficients betwermlividuals, particularly with more

slippery surfaces.
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The significant points to note from these findifigisthe purposes of this project are:
» That there should be no variation between fingersmhen the fingers will slip with
similarly applied normal force; and
* There should be no significant differences in tehavior of the fingers, for similarly
applied normal force, for different movements (tiota or translation) when the

surface type is constant.

It is proposed that the skin will have a limitedydee of stretch. The skin applied to a surface
with a given normal force, with a tangential foeggplied (rotation or translation), will stretch
to a limit after which the skin will begin to sliplhe progression of the slip will commence at
the extremity of the contact area and progress riisvthe centre of effort and towards the
middle of the contact area, as demonstrated by [Capeal (2001). Complete loss of grip

will occur when all friction ridges slip.

3.5.2 Rationale for the choice of range of applied finger force in sample collection

Pressure is a factor that is said to affect theuarhof distortion that could occur during the
finger's contact with a surface. The term pressarased by fingerprint examiners but is
used in a manner that is not in keeping with the® actual meaning. It is used to describe
the force applied by the finger in an attempt tecfthe persons’ purpose of that grip. One
such effect is a distortion of the skin and it éstdistortion that will be apparent in the

impression of that finger left on the surface.

A short experiment was conducted to view the behavof the friction ridges in terms of
expansion with force with view to establishing asenable range of force to be applied when

acquiring friction ridge skin images for use instinesearch.
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F — 3.1

where the force (F) is applied over the area (A).
In this project, the applied force was indicatedttyy weight measure on a balance on which
the camera and prism were placed. For examplfgifbalance reads 1 kg, then the force

applied by the skin is 1kp.

Figure 7a Contact area of a finger at Figure 7b Contact area of a
0.3kp finger at 1.2kp

Figure 7 Images of friction ridged skin contacfates of 0.3kp and 1.2kp.

It can be observed that the ridges are broadethenspace between them is narrower,
particularly towards the middle of the fingermaak,the applied force increases.

A property of friction ridged skin is that, as therce applied to a surface by the finger
increases, the friction ridges expand, therebye@sing the actual contact area of the skin.

Figure 7 shows images of the contact area of twoguhents of a finger with forces of 0.3kp
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and 1.2kp, respectively. Given that the contack alenges with applied force, the change of
actual pressure experienced by the skin is notssec#y proportional to the applied force.
However, there is a limit to which the friction gels can expand and if the force is extreme
the friction ridges can only expand within physidatits. At a particular point, it can be
expected that the ridges cease to expand and shétamt actual pressure then changes in
proportion with applied force. An initial experintewas conducted during which a series of
images were acquired under increasing force. 3énies ranged from 0.1kp to 5.6kp with an
increment of 0.5kp. The actual applied pressudifigult to adjust accurately as this is done
manually; however, the results indicated a pressera as expected, increasing after a limit
of expansion was reached. Images were acquire€afct approximate application of force.

These images were processed as indicated in tlogviiog flow chart:

Acquire image and correct distortion

A 4

Subtract minimum value of image from
image:
image=image - minimum(image)

'

Multiply image by 255/maximum value
of image:
image=image x (255/maximum(image)

Contrast image

A 4

Threshold image at pixel value of 127:
image=(image<=127)

A 4

Calculate contact area:
Count white pixels in the image and
output to text
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See Appendices 7.2.8 and 7.2.9 for related VP asciits.

The graph in Figure 8 shows that the relationskigvben force applied and the resultant

contact area.

Area of skin contact (square microns) -v- force applied to finger (kp)
700 -~
600 - * * e *
500 - ¢
400 - L 2
300 -

200 -
@ relationship of

100 - force and area

1.6 3.6 5.6
Force applied by finger (kp)

Contact area (microns squared *1076)
o
> @
L 2

Figure 8 Measurement of pressure on skin with arease of force applied

Initially as observed in Figure 8, the force changéth contact area, as the friction ridges
expand; however as the force increases towardsaBédbeyond, the contact area ceases to
change.

Outliers (as in the values for 4.1 and 5.6kp) aaased by the difficulty in applying an
accurate and consistent amount of force to theefingMeasurement of the area is also
affected, particularly with the higher values ofde, with joining of the ridges along the
edges as seen in Figure 7b. This is caused bysexmrspiration between the ridges at the
time of image capture. The image is thresholdeirbethe area measurement is done.

Where there is joining or blurring of the frictiolges, the affected area becomes generalised
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and the calculated value for the contact increaddtkese findings are supported by those of

Kinoshita et al (1997).

A second experiment was conducted during which heroseries of images was acquired

under increasing force. This series ranged fratk®to 1.5kp, with an increment of 0.1kp.

Area of skin contact (square microns) -v- force applied to finger (kp)
700 -~
600 - e® oo

2
500 - ot ¢ ¢
400 ¢
PN 2
300 - *

200 - @ relationship of

force and area
100 -

0 T T 1
0 0.5 1 1.5

Force applied by finger (kp)

Contact area (microns squared *1076)
L 2

Figure 9 Measurement of pressure on skin with arease of force applied.

As it can be seen in Figure 9 that, in the rangeatiies from 0.5kp to 1kp, the relationship
between applied force and contact area is apprd&lynéinear, and therefore provides a

stable region for data collection.

In the context of these findings, images for thigjgct were acquired of the contact area of
the friction ridge skin under a limited range ofrmal force up to approximately 1kp. A
series of images were acquired in conjunction witremental movements until complete

slippage occurred.
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3.3 Acquisition and processing of images; within-source images

To perform this research, measurements needed takes that represented the relative
positions of proximal minutiae. To do this, miragifrom a finger was recorded and marked
so that measurements could be taken. In thisnostathe source of the minutiae were
images of fingerprint areas in contact with a stefa

Images were acquired by using a perspex prism adohwd finger was placed. A Nikon
D200 digital camera recorded the contact area ef fthger through the prism where
illumination supplied to the prism was from highensity red LED’s. See Figure 10.

The camera was connected to a laptop computerWiaBacable and operated through Nikon
Camera Control Pro, version 2.0.0 software. Thafigaration of the camera was
determined through trials and the optimal configorasaved as a settings file. The camera
was triggered with an electronic cable release tardmages transferred automatically to a
folder on a USB hard drive. The images acquiretceviRGB format but appeared red due to
the red LED illumination.

The acquired images required processing beforalataycould be extracted from them. This
was due to distortion caused by the camera / paisangement and the need to standardise
the images for comparison purposes. The processag) done using image processing

software V++ in two stages:

Acquire image

Correct the linear distortion due to
foreshortening

A 4

Correct the non-linear systemic distortion
due to the camera, lens and prism
arrangement

Scale and rotate image
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Figure 10 Camera and prism arrangement

3.3.1 Recording of images

The finger placed on the prism created two refvacindex interfaces, these being perspex to
air and perspex to perspiration. The camera vigwingle positioned the face of the prism
bearing the finger at an angle that is greater thancritical angle producing total internal
reflection, thus only the friction ridges bearingrgpiration was recorded. The perspiration
exists on the friction ridges that comprise thearsitle of the fingers. Where there is an air
to perspex relationship (which is the case betvikeririction ridges), total internal reflection
occurs and no light is recorded (See Figure 1h)mbst instances, it was necessary to load
the friction ridged skin with skin secretions frdire forehead before recording the image.
The prism behaved in a similar manner to live ssiewices; if the skin was dry, there would

be little friction ridge detail visible.

Where there is a perspiration to perspex interfeafeaction occurs allowing the skin contact
area to be recorded as brighter than between digeg;j resulting in the friction ridges being

visible as bright red lines against a black backgoh
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Fefracted -
D . Perspiration bets
; F Frictionridge skin
h?g:;ttii:;m = ridges and pris
ridges
A - —
e Blackcard
“ Prism

=
Light directed

Apparent darkness due to into prism

internal reflection
and the presence of the black card

%

Figure 11 Schematic diagram of the friction ridg&th contacting the prism

The image in Figure 12 is an example of a recomedge.

Figure 12 Example of an acquired image of thei@nctidge skin contact area

As each image was saved by the Nikon softwaredesggnated folder, the image was moved

to a final destination folder and renamed accordmthe parameters of the image (subject,
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movement, etc.). Figure 6 shows a Visual Basierfate to facilitate the renaming

consistently and automatically.

3.3.2 Correction of foreshortening

To achieve total internal reflection between thetitvn ridges, the prism needs to be viewed
from an angle no less than the critical angle fug &ir/perspex interface. This causes
foreshortening of the resultant image in one dioecas shown in Figure 13. Correction is

therefore needed to overcome that foreshortening.

« DPlaced finger

Angle of alignment causing
foreshortening of the recorded
image

Prism

Figure 13 Schematic diagram showing the causeresfmrtening in an acquired image

The degree of foreshortening can be calculategldging an item of known proportions (in
this case a square piece of rubber) on the pristh mmrasuring the resultant image.
Measurements taken for X and Y dimensions as pur€il4, give a relationship between
the x and Y values for the recorded image. Initygahe X and Y values for a square are

equal; however, given the foreshortening, the Yu®aWwill be less than the X. Once
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measured, the foreshortening can be overcome sitmplgnlarging the image in the Y
direction by a factor of X/Y. This correction washieved using a script in V++. This,
however, does not overcome all of the systemicodisns in the optical configuration

employed.

Direction of
foreshortening

Image subject to foreshortening

— !
Height of image L — X/ y

increased bv
factor L’

Height increased to correct image

Figure 14 Method of foreshortening correction

3.3.3 Correction of non-linear systemic distortion

Systemic non-linear distortion was overcome by getoicelly adjusting the images to a

target image. To ascertain the degree of systdmsiortion present, an image was acquired
of a laminated section of 1mm-scale graph papes. allow the refraction process to take

place to record the image, a thin layer of hair wak placed on the prism to simulate
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perspiration. The graph paper was pressed firmtg the prism to expel excessive gel and

keep the graph paper flat on the prism.

Figure 15 Image acquired of the 1mm-scale graplempap

The acquired image (see Figure 15) was processedetcome the foreshortening in the Y
dimension. A target image was then created wighich of the same frequency as the graph
paper in the acquired image. The V++ software aiosta warping function that allows an
image to be geometrically mapped to another imageis requires the placement of
corresponding “control points” on each image in shene order and marking corresponding
features. The graph paper image and the targejesndnen had control points added as per

Figure 16.

The graph paper image was then geometrically cieeusing the V++ “warp” function
resulting in the images shown in Figure 17. Ireass, the function forces an alignment of
the control points and, in doing so, distorts tleéected image. This distortion process

corrects the systemic non-linear distortion pregetiie acquired images.

The uncorrected images of the graph paper and efgtnerated target were saved as
reference images for the batch processing of fimggrimages.
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Figure 16 b Target image with
corresponding control points

Figure 16a Graph paper image with

, with control

foreshortening corrected

points

Figure 16 Graph paper image and the target image

g il iyl i

onelinear distortion

Figure 17 Graph paper image corrected for syste

The images were opened using a VPascal scripthentbtations of the control points used
49
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3.3.4 Image processing summary

The images acquired on the prism were processed Wtascal to:

Correct linear distortion due to
foreshortening. Enlarge the image in
one direction by a pre-determined factor

¢ Correct distortion

Correct non-linear distortion.
Geometrically warp the image to a target
image

A 4
Rotate the image 90 degrees

A 4

Resize the image to be 1000DPI

A 4
Extract the red channel of the image

)

Tonally invert the image (to give black
friction ridges on a light background)

A 4
Contrast enhance the image

A 4

Rotate the image 180 degrees for the |
hand images

1%
=

Figure 18 shows an example of the originally aapiirmage and the product of the

processing. See Appendix 2.1 for the VPascal scrip
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Figure 1& Original acquired image Figure 1® Corrected and processed
image

Figure 18 Acquired and processed images

The images of the skin contact areas acquired gfwrele prism were viewed as if the finger
was viewed and not the mark. The implication a$ ik that the prism-acquired images and
those obtained from inked impressions or AFIS syst&vill be mirror images. It therefore
required that one of the sets of images neededetanioror (reflected) images of their

originals.

3.4 Acquisition and processing of images- between-source images

The images acquired through the NAFIS were processimg VPascal to:
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capture at 500DP

Obtain AFIS image comparison screen

| containing search a

candidate images

A 4

Resize the image

to be 1000DPI

A 4

Reflect the image

images)

horizontally (to be

correctly aligned with the prism acquirgd

A 4

and save to dis

Extract search and candidate sub images

Figurel9 shows the screen capture from NAFIS amuirEi 20 shows the extracted and

processed images. See Appendix 2.2 for the VPascht.

The NAFIS images include

green minutiae markers that indicate the locatind direction of the NAFIS nominated

corresponding minutiae.

Figure 19 Screen capture of a NAFIS comparison
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These NAFIS marked minutiae are the basis for tsvéen-source data. Note that the
images in Figure 19 and Figure 20 are from the ssoaece and, in this instance, do actually

correspond.

Figure 20 Extracted images of search image (lef) Gandidate image (right).

Note the corresponding minutiae marked with thegmarkers.

3.5 Comparison of images and generation of data

A “normal” reference image was used as a controtdmpare against the within-source
distorted images and the between-source imagese riimal images were a straight
impression of the finger as normally placed on ghiem without any introduced distortion.

An example of this is shown in Figure 21.
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Figure 21a Reference image Figure 21b Distortedjethue to
rotational movement of the same
finger

Figure 21 Sample images: reference (normal) artdreisl

Distorted images were compared with the referentage obtained from the same finger.
The sets of images had coinciding areas of skiardetl and the related minutiae marked in

the same order.

3.5.1 Method for marking of minutiae

The generic file format for V++ is Tagged imageeRAdormat (TIF) for which the authoring
company Digital Optics have registered proprietags for “flags”. Flags in V++ are small
crosses that can be superimposed on an image lacdt®n selected by a mouse click. They
do not change the image data but appear superimhpmsehe image where the mouse is
clicked. Flags that are placed on images and sas€dFF through V++ retain the flags in
the saved image.

Note that not all minutiae that exist in an imagé# ae used as they may not appear in all
other images of the same fingerprint, due to the@ement of the finger possibly causing an

area of the finger to no longer be in contact i prism as shown in Figure 22
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Figure 22a Segment of a left index finger Figure 22b Segment of another left index
image with four marked minutiae finger image from the same finger with more
minutiae visible.

Figure 22 Two images of the same finger showingfardnce in available minutiae.

showing a section of two images of the same leféxifinger. Figure 22a shows four marked
minutiae whereas Figure 22b shows the same fingkedr slightly further to one side

resulting in two more minutiae contacting the prishn this instance, not all minutiae can be
compared. Areas where minutiae may not appearbeilat the edges of the finger contact

area.

Flags were manually placed on the images, on rielggings, bifurcations and dots, in
accordance with basic rules. The flags were planadually as opposed to an automated
process, as the practical application of the madeler development would require an
examiner to mark minutiae as they normally do adiogr to current protocols. Where
automated feature recognition is employed by systsath as AFIS, manual correction of
the automated process should always take placeiragiae are often falsely placed where

there is background noise or the impression is weak
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The regime for marking minutiae in this researcltossistent with established regimes in
that it borrows rules, but not all. It does nohagk to no one method alone. In reality, it
does not matter what the regime is, as long as applied consistently by the examiner for
both the mark and the reference images. Note @labthere is no concern about consistency
of marking the regime between examiners, becausare&v@aot comparing images marked by
different examiners, we are comparing images malkedne, and that examiner should be

consistent.

Ridge endings: Based on an assumption that atldniaidges end in a similar manner and
that the ending is round in shape, the flags wéaeep at the centre of an imaginary circle

that approximately fitted the end of the ridge lasven in Figure 23.

N N

Figure 23a circle that fits the end of the Figure 28b A flag has been placed on the
friction ridge has been superimposed on the intersection of therosshairs at the centre of
ridge and the centre of the circle marked by the circle.

crosshairs.

Figure 23 Diagram showing the method for placiagdl on ridge endings

Bifurcations: The flag is placed at the interseactid imaginary lines that run along the centre

of the joining friction ridges as shown in Figuré. 2
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Dots: The flag was placed at the centre of the dbie centre is defined as the intersection of
the lines of the two axes, (length and breadtrghasvn in Figure 25. It should be noted that
not all friction ridges are the same in shape drad approximations were needed in some
instances. It is also expected that the placernémharkers or flags in any comparison
process, as carried out by a fingerprint examwvél be influenced by previous training with
various AFIS systems and training with manual d&sdion systems, which can both

influence the interpretation of a fingermark and lincation marking of minutiae.

\ N\

N

Figure 24a Bifurcating friction ridges with  Figure 24b A flag placed on the bifurcation
lines along the centre of the ridges. The lines
intersect in the middle of the joining area of
the bifurcation. The flag is placed at that
intersection.

Figure 24 Diagram showing the method for placiagd$l on bifurcations

What is most important is that the method for treekimg of features is consistent for the one
examiner. If compared fingermarks are marked sbasily, then the model as described

here will give reproducible results.
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h N

Figure 25a Two lines placed on the dot represEigure 25b A flag placed on the dot.
the longest and shortest axes of the dot. The
flag is placed at that intersection.

Figure 25 Diagram showing the method for placiag$l on dots

At times there are differences in appearanceshisime minutiae as reproduced in different
impressions. An example of this is where it appéehat, in one impression, a ridge ending
occurs and in another impression a bifurcation apgpe This can legitimately occur where
there is a variation in pressure or perspirationttansurface of the finger (Maltoni, Maio,
Jain, & Prabhakar, 2005). With greater force,tivit ridges expand and can be seen to join
to adjacent ridges. Where this occurs, the congpamages need to be marked in a manner
that is consistent, being cognisant of the diffeesim appearance.

Figure 26 shows a schematic diagram of frictionge&l with three minutiae marked.

Minutiae 1 and 2 show a ridge ending and a bifunoarespectively, in both images.
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Figure 26a Minutiae flagged as 1: ridge Figure 26b Minutiae flagged as 1: ridge
ending, 2: bifurcation and 3: consistent ending, 2: bifurcation and 3: ridge ending
with a ridge ending in the compared
impression.

Figure 26 Diagram of showing a difference in thecpiment of a minutia.

Minutia 3 in both images correspond, that is, thaye been made by the same area of skin,
but appear differently. In Figure 26a it appearsdifurcation and in Figure 26b as a ridge
ending. The placement of the flags is consistetoith. The decision to mark them both the
same (as ridge endings), is based on the examimégipretation of the impressions and the
examiner must be prepared to explain such a decidint to mark them consistently would

undermine the proposed model.

To obtain between-source data, the AFIS nominaaedidates for comparison and the AFIS

nominated “corresponding” minutia were used. Theutiee were manually flagged as

shown in Figure 27by placing the flag in the midofehe AFIS marked minutiae.
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A

Figure 27a Minutia nominated by AFIS. Figure 27b Minutia flagged according to
The circle indicates the minutia position the AFIS with the manual flag placed in the
and the “tail” indicates the direction of the centre of the circle.
minutia

Figure 27 Example of an AFIS nominated minutia arahual flagging.

3.5.2 Collection of within-source data

Within-source data was obtained by acquiring imagésknown fingers, marking the
corresponding minutiae, and then taking measuresnenor a fingerprint examiner, such as
the author, the locating and marking of correspoganinutiae in this study is a simple task
as the images of the friction ridges are of highlidy and have no interference from factors
that affect normal finger marks , such as surfd@nges or variations in the strength of the
latent deposit. As images being examined are ftloensame source, the comparison and
allocation of corresponding minutiae is an eask tssthe corresponding minutiae are simple

to locate.
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3.5.3 Collection of between-source data

Between-source data in this project is represemtanf what would otherwise be
identification errors. This would, in terms of easork, be where an examiner has wrongly
linked a fingermark associated with a crime witle throng individual. There are few
documented examples of such errors and, as suste, ighlittle existing material to establish
between-source data. Furthermore, the instancesabf errors are usually associated with a
poor reproduction of the friction ridged skin oswaface, which in itself makes the minutiae
difficult to locate and mark; therefore such canre@sonably be relied on to generate robust

between-source data.

To approximate erroneous comparisons, it was ddcitat the Australian National
Automated Fingerprint Identification System (NAFMpuld be used to compare images of
fingers from different sources and associated maeuhat, according to the system software,

correspond to each other.

The NAFIS is designed to accept an image of a fimgek from an unknown source and find
in its database the closest matching marks. Withikstalgorithm that is used is proprietary
and not public knowledge, the performance of theFMAIndicates that it returns a list of
candidates for potential owners of the fingermadgked according to the location and
orientation of minutiae, and the quantity of miaetin agreement.

With the list of candidates returned from NAFIS amages of the questioned fingermark and
the associated candidate’s fingerprint. Superiegosn the images are the minutiae
considered to be in agreement. These minutiaetlvan be used to generate data for

between-source finger comparisons.
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As a database, the main function of the NAFIS isttwe records, retrieve records and enable
a search to compare records. A search that isnpeefl has parameters that can be used to
reduce the size of the search. These parametdslénfriction ridge pattern classification,
gender of the owner of the fingermark, nominatidnmbich finger left the mark, and the

geographic region from which it is suspected thatdwner of the fingermark resides.

Modification of any of the parameters except theggaphic region could have an effect on
the data generated. If, for example, it was sowghienerate between-source data that is
representative of random persons, then gender aftérp classification need to be left
unassigned, otherwise the results will be biasethahwe may return records that are closer
to the submitted fingermark. For the purposesis project, no search parameters were set
and only records owned by the Australian Federdic®overe accessed (for reasons of

practicality and legality).

The NAFIS can be used in a number of ways as alsiegrtool for fingermarks. Two such
methods, “open” and “closed” searches can be atllifor between-source image selection
depending on the rationale. Open searches are-foemany query where the source is not

known; Closed searches are a one-to-one querye@nifecation.

Open searches compare the submitted fingermarkallittecords in the selected regions of
the NAFIS database. In terms of between- sourta dalection, this does provide useable
data, however, the candidates returned will beodymt of the NAFIS’s function, in that it is

designed to find records that have similarly plaeed oriented minutiae. This candidate
selection process is not truly random and will gdgdias the data and show between-source

variation that is more similar to within-source nhiashould be in reality. If random fingers
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were selected outside of the NAFIS and comparesh ghclosed search (a comparison in the
NAFIS against that one selected finger) could bedocted. It is expected that there would
be greater variance in the between-source resultss, however, has not been tested or

otherwise verified.

The results from any NAFIS search can display nweutthat are in agreement
(corresponding), minutiae not in agreement, or sltadwminutiae. It therefore must be
acknowledged that not all minutiae in the knowrgénor in the candidate finger will be used
in this study. There is no issue in this in thia¢ tbetween-source comparison is only

simulating an error in identification (i.e. lookimag similarities, not differences).

3.5.4 Order of minutiae examined

The data collected relied on the images being ndaidkshow the location for each minutia of
interest. When the images are compared, the mmgttmpared have to be in the same order
and, where the nearest two minutiae have to bemaisd, the nearest two had to be the same
for all images, including the reference image. Tharking of the minutia was a manual
process where no “pairing” algorithm was used teoamte corresponding minutiae in the
marked images. To this end, a “distance map” waated for each reference image. This
was created through a V++ script (see Appendix ari®) produced axnimage wheren is

the number of marked minutiae. The image has pwadlies in the first column (0)
representing the minutiae numbers ind columns 1 ta having pixel values representing
the nearest, next nearest to tile nearest minutiae. The distances image as showigure
28can be referenced simply in a V++ script to famdorder of nearest minutiae and apply the

same order to other images being compared.
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For example, if we use the distance map in Fig@etl2e pixel value for Distances [7, 2]
equals 24 indicating that the seventh nearest mitoitminutia 2 is minutia 24. Note that the
origin of the image is at the top left and has dowtes [0,0]. In this example, the pixel at

[7,2] is at the intersection of th&&olumn and the3row.

#. Distances 0 1 2 24 3 23 19 4 20 18
1 2 0 23 3 18 19 24 4 25
2 23 1 3 0 18 4 24 19 25
3 2 23 4 0 1 18 14 24 25
4 3 2 23 0 1 24 18 5 6
5 14 13 4 18 3 25 23 15 26
6 4 8 7 11 3 9 5 24 O
7 8 9 10 12 11 24 6 19 O
8 7 9 11 12 10 24 6 4 O
9 12 8 7 10 11 24 19 6 20

10 12 9 7 8 11 24 19 20 O

Figure 28a Distance map for  Figure 28b A section of the numerical values fa th
the reference image for the left  distance map containing the first ten columns and
index finger rows only. The first column represents the miraitia
numbers in the order marked. The rows from the
second column onwards represent the other minutiae
in terms of nearest to furthest away.

Figure 28 A distance map for the left index fingad corresponding pixel values.

When measurements were taken from a reference jraadjstance map was created. When
a distance map was created from an image to be a@ahgwithin-source or between-source)
the distance map was referenced to ensure thabrier was the same for compared

minutiae.

3.5.5 Selection of minutiae for measurement

The reference image for each finger was openedimidiges of all movements of that finger.

All corresponding minutiae were marked on all inegad in the same order.
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Whilst all minutiae were marked, data from only hihutiae were extracted. The selection
of minutiae was done by marking all correspondiniutiae and then selecting the ten
nearest minutiae to the centre of all the minutidbe following flowchart demonstrates this

process.

Calculate the mean of all minutiaeand
y coordinates to establish a centroid
position in the reference image

A 4

Locate the minutia closest to the centra
and consider that to be the first marked

d

A 4

Locate the nearest nine minutiae to the
first marked to make the list of ten

A 4

Repeat the above for all movements of
the same finger

The ordered list of ten marked minutiae was gepdrdor the reference print, and the
referenced minutiae and their order used to sel@uitiae for all other images from the same
finger. This ensured that the measurement and aosgm of within-source variation was

done with respect to the same minutiae in eachesulent image. This therefore indicated

what variance occurred within each minutia foriraldges of each finger.

Figure 29a shows the reference image for a legnithgerprint with 28 minutiae marked.
Once marked, the Cartesian coordinates can beceedrérom the minutiae thereby allowing
measurements to be taken. Figure 29b shows thatimmumber and the coordinates for the
first ten minutiae closest to the centroid. Thenbering of the minutiae was an automated

process done in V++ with a script. See Appendixf@r the script.

65



Chapter 3 — Materials and methodology

B BC LI ref =1k min# X coord ycoord
= ) 0 344 542
S e S 1 360 584
P 2 327 588
B X 3 287 585
- -'..l):';f m N
s T 23 314 618
e
e A NN 19 410 490
7/ 7 N 4 234 562
o NN
I Q{ﬂ@“ N 20 255 464
17/ '; (77 ‘_.;{[-:fe}’.:x\-_};-\"#‘:_'-_ 18 321 682
) AN AR
G %'--‘\.\:“\'."ﬂ:‘
/’ A ’%\- - 52@::‘
A o s
A=
P g ——

Figure 29a The reference image of an index Figure 29b Coordinate data taken from
finger with numbers indicating the location the first ten central minutiae in Figure
of the selected minutiae. The number has 29a.

been superimposed on the image to the

immediate right of the marked minutia.

Figure 29 Marked minutiae for a left index fingenprand coordinate data.

Figure 30 shows a section of a left index fingaerpwith minutiae marked with flags and the
minutia numbers superimposed.

/7 N

-

Figure 30 Section of image BC_LI_ref displayed #+V

Flags are placed marking minutiae and with minatimbers superimposed.
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3.5.6 Measurements from selected minutiae
For each selected minutia, the nearest two minuwtia nominated through measurements
of distance from the minutia of interest to all@timinutiae. This was based on the positions

of the minutiae in the normal image.

Each selected minutia M had the following measurémealculated:
» Distance D1 to its nearest neighbouring minutia N1
» Distance D2 to its second nearest neighbouring tiaifNg
« Angle A being the angle subtended by the fdy&l and/N2.
Figure 31shows a schematic representation of theetminutiae and the measurements

extracted.

N2

N1

Figure 31 Schematic diagram of a minutia (M) aralttho nearest minutiae (N1 and N2).

Measurements extracted are D1, D2 and A.

The rationalisation for these three measurementisaisa change in position of minutiae in

fingerprints from the same source is a result efgtnetch of the skin.
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Figure 32a Minutiae plotted Figure 32b Lines drawn Figure 32c Minutiae plotted
on the left index finger indicating the change of  on a within-source image
position in the rotated clockwise
corresponding minutiae

Figure 32 Plotting of the change in minutiae positiwithin-source.

The change is from the reference image of thandfx finger to an image of a within-source
fingerprint under clockwise rotation. The numbier&igure 32b correspond to the reference
image minutiae positions and the lines indicatectienge of their position to that in Figure

32c.

The change of position of minutiae across the sarfaf the skin due to distortion varies
incrementally (Dinning 2005) and, on this basissisuggested that there is a limit to how
much this change can be, and that the change shewgdadual and consistent across the skin
in terms of the amount of movement (distance) &medangle of that movement. Figure 32b
shows an example of the change in position of masuih compared images of fingerprints
from the same source. It can be observed thatdlaive change in position between
proximal minutiae is gradual. Figure 33b showsrample of the differences in position of
minutiae in compared images of fingerprints frorffedlent sources. It can be observed that
the apparent change in position between proximautide is not gradual and appears to have

little consistency.
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Figure 33a Minutiae Figure 33b Lines drawn Figure 33c Minutiae
plotted on the left index indicating the change of plotted on a between-
fingerprint position of the source image with no
corresponding minutiae movement

Figure 33 Plotting of the change in minutiae positibetween-source.

The change is from the reference image of thanekx finger to an image of a between-
source fingerprint. The numbers in Figure 33bespond to the reference image minutiae
positions and the lines indicate the change of thasition to that in Figure 33c.

The relative positions of proximal minutiae andthis case, one minutia and its nearest two
neighbours can be ascertained through triangulatiims is adequately described using the
two distances (D1 and D2) and the angle (A). prgposed that differences in positions of
minutiae in fingerprints from different sources Iwhbe greater than for within-source
fingerprints.
The choice of measurements extracted relate diréctisome of the information in the
images that a fingerprint examiner will state tha#y use during the comparison of two
fingerprint images. The examiner will compare:

* Type of minutia. This is a discrete variable tbah change with pressure variation so

is not used in this project.
* Relative position. This can be accounted for lié triangulation of minutiae using

D1, D2 and A.
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* Number of intervening friction ridges between congglaminutia. This is proportional
to D1 or D2 as the widths across a friction ridge ceasonably be assumed to be
constant when comparing proximal minutiae.

» Direction of minutiae. It could be argued that theection of corresponding minutiae
is similar in the compared fingerprint images a®ythwill be coming from
corresponding areas of the fingerprint due to tkpeeted ridge flow, so there is
limited value in this variable. Furthermore, thesdimited change in angle expected

from localised skin stretch. This is not usedhiis project.

3.6 Errors generated by using digital images for measurement

The term digital image refers to a two dimensidigdit intensity functiorf(x, y), wherex and

y denote spatial coordinates and the valud af any point(x, y) is proportional to the
brightness of the image at that point(Gonzalez &W& 1992). The values bin the image
define the tonal values of the images. The ratehainge of the values fdrallows the

definition of edges and shapes in the image.

Based on the visible shapes, minutiae in a fingerpnage are visible and accordingly, their
locations can be determined and marked.

Since spatial dimensions in an image are disctlere is an inherent limited ability to
resolve precise locations in an image. Precisiomeasurements based on pixel locations
will be limited by the image’s dimensions and besaied by a pixel's Cartesian

coordinates.
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Figure 34a The location of a feature in an Figure 34b The difference between the

image is represented by the centre of one centre of the pixel (orange cross) and an

pixel in a Cartesian plane, as indicated by actual location (red cross) is represented

the placement of the cross. by x andy. The magnitude of andy
cannot be established based on image
measurements alone.

Figure 34 Marking a point inside a pixel's area.

The marking of minutiae on an image is represerdaif the true location with a degree of
error. It is not exactly where the point of int&res.

Each pixel in an image represents not a pointabuarea in the field of view of the image.
The point that may be nominated as the locatioa ofinutia will fall inside the area of one
pixel, which will have coordinates represented biegers. The real location of the point
within the pixel cannot be described in more pree¢eyms other than the coordinates of the

pixel.

The precision of the location of a marked minutiaan image is therefore limited by the size
of the area that the pixel represents. The paitiié pixel at which the measurement is taken
can be considered to be the centre of the pixélerd is, for each measurement of an angle
defined by three minutiae, or, by the distance betwtwo minutiae, a degree of error that

can be calculated.
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3.6.1 Potential error for distance measurements
The measurement of distance between two marked tiaénus easily calculated using

Pythagorean calculations as in Eq. (3.2):

distance= \/(x; — x1)2 + (y, — ¥,)? (3.2)

where thex andy values represent the pixel coordinates for thekethminutiae M1 and M2

as shown in Figure 35. The maximum error that lsanncluded in the location of one
minutia is half the distance across the diagonahefpixel. Assuming that a pixel is square,
this diagonal equals half the square root of 2 Wwhscapproximately 0.707 times the length
of the pixel side. Since the measurement requiresnarking of two pixels, the potential
error for a measured distance will be plus or miaogroximately 1.41times the length of the

pixel side.
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Figure 35 Measurement of distance between two ma@yM1 and M2).

This requires the marking of the minutiae at gipetel locations; the pixel’s position is
defined by its x and y coordinates.

The minimum value that the actual distance carslwalculated by Eq. (3.3)
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minimum actual distance

(3.3)
2 2
and the maximum actual distance is calculated by(E4q).
maximum actual distance
(3.4)

= J (G2 +0.5) = (= 0.5))" + (72 + 0.5) — (3 — 0.5))°

Given these two equations, the range of possildigahoutcomes and the potential error in
any distance measurement can be calculated asiffeeeice between the minimum and

maximum distance values. The actual distancebailvithin this range.

% Potential maximum error in distanes measured
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Figure 36 Potential maximum error described asregmeage of the distances measured.

73



Chapter 3 — Materials and methodology

In all cases of measured distance between two ragih pixels), the error will not exceed
two times the square root of two, which is apprcadiety equal to 2.83. As the measured
distance increases, the significance of the erter &s a percentage of the measurement

itself) diminishes as can be seen in Figure 36.

It can be seen that, for distances beyond 40 pikedse will be less than 5% error occurring.
Note that the slope of the percentage error funct® low above a distance value of

approximately 20 pixels.

3.6.2 Potential error for angle measurement

The measured angle of a ray between two minutiéimited to a number determined by the

distance between the minutiae. This is due tadiberete nature of pixels and their limited

precision when being used to measure spatial aeraegts. | established a simple method is
to determine the number of possible angles thaddoe described between two minutiae, is
to calculate how many pixels exist in the perimetérpixels at the measured distance
between the two minutiae. If the length of the iy, as in Figure 37, it can be seen that

there are only 8 possible angles that can be medsur

RN

Figure 37 Limitations of angle measurement in thet€sian plane.
Given a distance of 1 between measured pixelse tteam only be 8 possible
angles as the outcome of the measurement.
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As the distance between pixels increases, so dmesiumber of possible angles. Figure
38shows the possible angles for distances of 2i(E€i§8a) and 3 (Figure 38b) pixels. Note
that the distance is not calculated by Pythagoosdeulations, but by the counting of pixels

in any direction.

11213 (45|67
11213 (4]|5 24 8
16 6 23 9
15 X 7 22 X 10
14 8 21 11
1311211 |10| 9 20 12

19118 (17 |16(15(|14|13

Figure 38a Given a pixel “X” with a Figure 38b Given a pixel “X” with a
distance to the next pixel of 2, there are 16 distance to the next pixel of 3, there are 24
possible angles that can result. possible angles that can result.

Figure 38 The relationship between distance inlpiaad number of possible angles.

The number of angles that can be measured frowvea gixel to another is defined by the
distance between the two pixels and the numbeossdiple angles that can be measured
given the number of surrounding pixels in the petien at that distance.

The actual angle described by a ray passing throwgtactual locations cannot be precisely
measured using digital images. Such measuremdindlways have a potential error. The

maximum error can be calculated by the following E5):

360/(d * 8
maximum error = # (3.5)

whered is the distance between the two pixel centress @&n be simplified to Eq. (3.6):

22.5
maximum error = wh (3.6)
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The magnitude of the error diminishes as the distdretween the pixels increases. This is

illustrated in Figure 39.

Angle error (degrees)

N
(2}

N
o

[any
(2}

[any
o

ul

Maximum error for angles measured between

two pixels

e \laXimum error

—

11 21 31 41 51 61 71 81 91 101 111 121 131
Distance between measured pixels (pixels)

Figure 39 The amount of error in angle measuremgng pixels as units.

The amount of error diminishes as the value fordik&ance between the pixels increases.

Given that, in this project, there are angles desdrby three minutiae as shown in Figure

31, the calculation of the angle involves two angdéculations. Accordingly, the degree of

error is doubled as shown in Figure 40. It alsonshthat the magnitude of the potential error

when the distances between the pixel of interest Hre other two pixels exceeds

approximately 40 pixels, the error will be lessritHadegree. When one distance falls below

40 pixels, the resultant error will increase. Ashwvdistance error, the slope of the function is

low above a distance of approximately 20 pixels.
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Maximum error for angles measured between
three pixels of equal distances

w w b b~ U
o Ut O Uu1 O
1 1 1 1 )

N
o
1

e [\laXimum error

Angle error (degrees)
[ N
(0] (0]

fg

|

1 11 21 31 41 51 61 71 81 91 101 111 121 131
Distance between measured pixels (pixels)

Figure 40 The amount of error due to angle measemensing three pixel locations.

It is assumed in this instance that distances [QiID¥h(see Figure 31) are the same.

3.6.3 Error summary

Both distance and angle measurements are affegtedrérs that decrease as the distances
between pixels representing minutiae locationseases. For both distance and angle
measurements, the most affected values are those ab 0. Where distances exceed 40
pixels, the effect of the error is minimal. Asicated by Figure 41, the mean values for D1
and D2 extracted in this project is a skewed digtion with the mode at approximately 40.
Considering the data graphed in Figures 36, 3%4én@nd their respective slopes being of a
low angle from approximately 20 pixels and greatedecision was made not to incorporate

error consideration into this project’s data anialys

The degree of error caused by the digital reprasient may be insignificant next to the

potential error caused by human markup of the @etbfinger mark and print. Neumann
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(2007) showed a degree of variance in the placermemiinutiae by different examiners
(Figure 42). While this is acknowledged, this eesh is considers that, the variance will be
minimal as any given comparison (in this reseancim @perational case work) will be done

by one examiner and the metric is based on theegaminer’'s work. The between-examiner

variance should not be considered.

Histogram of the mean Distances1 and Distances 2

2005 Mean =48 54
Stel. Dev. =18.659
M =1890
150
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c
@ _
=
a 100 B
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507
0 T T T 1 T
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Mean of D1 and D2 (pixels)

Figure 41 The distribution of means of Distancend Bistance 2 values.
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Figure 42 A bifurcation as marked by different fmgrint examiners (Neumann C. , 2007).

3.7 Data extraction

Data was extracted from marked images in the fofrm@asurements of the distance from
the minutia of interest to the next nearest min(fid), the second nearest minutia (D2) and
the angle described by the three minutiae (A) asvehin Figure 31 , and this data was

extracted using scripts in V++ (see Appendix 7.2.3)

3.7.1 Within-source data

Within-source data is representative of how mudahatian that can occur in the location of

the minutiae for the fingerprint examined. To bB&h this, data was extracted from a
reference image that had no distortion and fromees of other images with induced

distortion. The variation in the positions of tikenutiae was established by calculating the

differences in the extracted values D1, D2 andsAsteown below for D1 Eq. (3.7):

Dldifference = Dlreference - Dldistorted (3-7)
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One script was used to extract data from a referémage and then another to extract data
from other images to be compared with the referemege. The running of the script for the
reference image also returned the centroid minutidech needed to be nominated in the

other images.

The following process was used to obtain the wigource data:

Open reference image and create
distance map for the reference image tp
determine the order of closest minutiag
for all marked minutias

A 4

Run measurement script. This accesses
the distance map, nominates the centropid
minutia, and outputs the D1, D2 and A
measurements as comma separated text.

'

Open distorted images for the same
fingerprint.

A 4
Run measurement script for all distorteld
images. This accesses the distance map,
asks for the centroid minutia, and outpuit
the D1, D2 and A measurements.

Data extracted was in the form of a text file ofrtnpa separated values (CSV) for all of the
measurements. A header consisted of a row withnmoltitles for each minutia (M1, M2,
M3 ... Mn) and for measurements D1, D2 and A. For exanp&column header for the

measurement of D2 for the second minutia would hbedeader M2D2.

Since the images compared had all minutiae markédel same order and the minutiae were

compared in the order specified by the referencagandistance map, the data extracted
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enabled the examination of individual minutiae loynparing each minutia’s measurements
only with associated measurements from the sameutiaén but subject to different

distortions.

Figure 43shows a sample of data from the first tmmoutiae for the reference image and 18
distorted images for the left index finger. Théerence image data is in the first row of
measurements.

M1D1 M1D2 M1A M2D1  M2D2 M2A

32 33 120 32 42 63
29 41 136 29 41 76
29 44 144 29 34 75
30 42 138 30 33 86
36 27 133 36 42 65
37 30 127 37 39 74
33 29 121 33 41 63
31 31 133 31 38 70
29 35 132 29 36 72
31 26 156 31 38 86
36 31 122 36 40 68
39 27 118 39 44 73
39 33 106 39 43 58
38 29 122 38 44 60
36 31 114 36 41 67
40 24 125 40 42 67
38 24 133 38 41 78
25 46 114 25 38 64
25 41 122 25 36 71

Figure 43 The extracted data for within-sourceatson.

This was saved in the form of comma separated sand contained measurements for D1,
D2 and A for minutiae 1 to n. The first row of datas extracted from the reference image
and the subsequent rows from the distorted images.

3.7.2 Between-source data
A between-source fingerprint comparison is repregee of a comparison of fingerprints

that have come from different fingers. As therefame documented cases of comparisons of
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this type, there is insufficient data readily asble. In this project, AFIS nominated
candidates were used and associated data extrhowdyer, this data could not be used as
training data to determine between-source variati@eause each candidate nominated does
not necessarily have the same minutiae markediag berresponding. As such, between-
source model training data that could indicate betwsource variance was not able to be

obtained. This data could however be used fomigstgainst the within-source variance.

Note that, there was to be a difference in theltesbtained here, as the between-source data
gathered comes from comparisons of close non-matchgpically, DNA evidence includes

between-source data considering comparisons wiithora samples.

The results from this research is looking at da#éd ts arguable much closer to within-source
and more representative of what may in case wodqstitute a potential error of

identification.

3.7.3 Test case data

Any two images with corresponding minutiae can haweasurement data extracted from
them for comparison and testing for a probabilitgttthey have come from the same source.
This is a repetition of the extraction process @vipusly described, resulting in two CSV

files whose contents can be compared.
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The process for test case data extraction was:

Open the first image.

A 4

Create distance map for the first image.

'

Run measurement script. This outputs
the D1, D2 and A measurements as
comma separated values (CSV).

A 4

Open the second image.

A 4

Run measurement script for the secon
image using the distance map and
centroid minutia for the first image.
This then outputsa CSV file for the
second image, with reference to the fir;
image.

A 4

Import the CSV files into Matlab and
process the differences (a process to b
described in Chapter 4).
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4.Data analysis and results

4.1 Introduction

The objective of the data analysis is to examire dliferences in positions of associated
minutiae in two compared fingerprint images. Thegerences are simply the actual values
of each measured variable in a test image subtrdoden the values for the corresponding
variable in a reference image. Given distributiasfs within-source variance for the
differences that can occur, any given comparisorntwaf fingerprints where the human
examiner is asserting that they have come frons#imee source, can have data extracted and
the differences in the variables tested againstaleyant distributions. The contribution of
the probability distributions for each minutia wrksult in an indication that will tend to

indicate support or not of the examiner’s assertion

In this research, data was extracted for the permdsestablishing within-source variance.
Between-source variance was not able to be edteblishowever, it is possible to test any
given case of a compared pair of images againstwili@n-source variance to find the
probability density that the compared images aréaat from the same source. This then
indicates the degree of support that can be giwvéhet examiner’s assertion.

This research has established a proof-of-concepdeinthat allows for the testing of a
examiner's conclusion. Data collected has beenwshdo distribute normally and
independently. A generic mean vector and covaeamatrix representing the means and
variances of the differences of variables D1, D@ Anhave been generated, against which
test cases can be compared through the applicafiam multivariate normal probability
density function. This chapter describes the datalysis methods used, the supporting

evidence justifying the process, and the outcome.
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Collect data Establish Confirm no
normal »| correlation of
distribution variables

A

Establish generic mean vector and covariance matri
for within-source data based on 10 selected miautia
for each finger and 18 movements

Do

A 4 A 4

Test within-source Test between-source

comparison cases to comparison cases to

establish within-source establish corresponding

probabilities for any within-source

number of minutiae probabilities for any

plotted number of minutiae
plotted

A 4 A 4

Establish regression lines for within- and between-
source responses to generic within-source mean ang
covariance data

Figure 44 The process to develop the model ingtogect.

Data were collected from within-source fingerpgotnparisons from one donor, and found
to distribute normally with no correlation betwaée measured variables (D1, D2 and A). A
generic mean vector and covariance matrix wereldped that was representative of the
variation that could occur due to within-sourcensstretch. Data was collected from within-
source and between-source fingerprint comparisodsivas tested against the within-source
mean and covariance matrix, to produce probalslitiat the comparisons tested, were from
within-source. Regression analysis was done omviten-source and between-source
response probabilities to establish within- andveen-source functions, against which test
cases could be compared.

The approach in this chapter is to describe tha dailysis process theoretically before

demonstrating the practical outcomes. The gemgaioach is summarised in Figure 44.
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4.2 Use of normal distributions

A “normal” distribution is a function of a varialbde random occurrences that can be
approximated by a mean value and a standard daviatif a sample of a given variable is
shown to conform to a normal distribution, thenrabability of a specific occurrence of that
variable can be obtained by ascertaining where d¢lcatirrence exists in relation to the

variable’s distribution.

The normal (Gaussian) distribution function is digssx by Duda (2001) in Eq. (4.1).

1 1,x — 2
p(x) = maexp[_z(xau)] 4.1)

wherex is the given variable value, is the sample standard deviation, ant the sample
mean. Figure 45 shows an example of a single Maridensity distribution for a given

variable with a mean value of 0 and a standardatiewi of 50.

Probability distribution for mean=0 and std dev= 50
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Figure 45 Normal distribution density curve.

Given the function in Figure 45, we can establlsh probability density that the occurrence

of a variable value will occur, given a random amte of such a variable. For example, the
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probability that a value between -80.5 and -79.8 wccur is 0.002218, whereas the
probability that a value of between 19.5 and 268.5.007365. This does not mean that the
value near -80 will not occur, but it is more likahat the value near 20 will occur more
often. Given a distribution with known mean andnstard deviation we can predict the

likelihood of occurrence of a specific case.

4.2 Use of multivariate normal distributions

If multiple variables occur "normally” and theyeaindependent of each other, that is, they
can vary without having any effect on the otheentlthe probability of these occurring
together is obtained by calculating the probabilitfy each event and multiplying the
probabilities together. Probability density foretloccurrences of a number of variables
coincidentally can be calculated using multivariatebability density functions.

Multivariate normal probability density is calcwgdtaccording to Duda (2010) in Eq. (4.2),

1
p() exp |5 (x— W (x = (4.2)

1
- (2m)4/2|3|1/2

where x is al-component vecton is ad-component mean vectct,is a d-by-d covariance
matrix, and|Z| andtZ — 1 are its determinant and inverse, respectivelysoAiote that
denotes a transpose operation. Any number of blasa(as denoted by) can be
accommodated in this function. To make use of fimgtion, it needs to be shown that the
variables used firstly do not have a significantrelation and secondly distribute normally.
The approach taken in this project involves thremsarements taken from each minutia and

its nearest two other minutiae. These are takem fihe difference in measurements of D1,
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D2 and A (as seen in Figure 31) for each minut@a@red in two compared images. Thus,

each minutia provides us with a three element vecto

{Dlaifr, D2aifr, Aaipr}

where the subscript refers to the difference innttleasured values in the compared images.
The data extracted in any case is a vector of wse three times the number of minutiae

examined. We therefore have a multivariate vesitr 3n minutiae:

{D11airr  D21airs Arairr b AP L2aisr» D22ais s Azair b -0 AD nair fr D2naisfr Anais ]

4.2.1 Use of mean vectors and covariance matrices for calculating multivariate
probability densities

The probability density of the occurrence of a giwase involving multiple variables can be
calculated using the Matlab function “mvnpdf” (mwudtriate normal probability density
function):

y = mvnpdf(X,MU,SIGMA)

where y equals the probability density of the nvaltiate normal distribution with mean MU
and covariance SIGMA for a given occurrence ofMU and X arelxnvectors and SIGMA

IS anxn covariance matrix.

The mean vector contains the mean values of eattteafariables. The diagonal elements of
the covariance matrix contain the variances foheaciable, while the off-diagonal elements
contain the covariances between variables. lIfetiemno significant correlation between the

variables, the off diagonal values can be set toFigure 46 shows the structure of the tested
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case vector (X), the mean vector and covariancefat one minutia. The structure of the

tested case vector (X), the mean vector and cawaianatrix for multiple minutiae is shown

in Figure 47.
Xp1diff Up1diff 02D1diff COVpidiff,p2diff COVpidiffAdiff
Xpz2diff |, | Hp2diff |and | cOVpigifr p2diff UZDZdiff COVpadiff,Adif f
x . .
Adiff Haairf COVp1diff,adiff  COVpadiff Adiff 02 agiff

Figure 46 The test case vector, mean vector anari@mce matrix for one minutia.

The vectors contain the values for each variabldifff D2 diff and A diff. The covariance

matrix contains the variances of each variabl&édiagonal elements and the off-diagonal

elements contain the covariances of the varialfies.one minutia there are three variables
producing 1x3 element vectors and a 3x3 matrix.

<Minutia1) (Minutial) Minutia;, -+ Minutia,y,
. , . and . ‘. .

Minutia, Minutia, Minutia,,; --- Minutia,,

Figure 47 The test case vector, mean vector anari@mece matrix for n minutiae.
For multiple minutiae (n,) there are three varialpeoducing 3xn element vectors and a
3nx3n matrix.

In this project, there is a degree of predictapihit the value D2 from the value of D1 due to
the fact that D2 will always be larger; howeveg giredictability of the differences is not the
same. As it is the variance of the differendes ts being examined, the predictability of
the raw measurements becomes irrelevant.

A mean vector and covariance matrix for a datacaetbe calculated in Matlab using the

“mean” and “cov” functions. Given this, trainingtd can be analysed to establish the mean

and the covariance of that data and then indepe¢mrdses tested against the data to establish
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the probability density of the occurrence of thaindination of variable values in the original

data set.

To this end, data was extracted from a referen@g@rthat had minimal distortion and then
from a series of other images with induced disporti The differences between the reference
image data and each of the distorted images’ dataeld a data set representative of how
much each minutia could be expected to vary. Fioen“differences” data, the mean and

covariance values for a given finger’s set of memican be established.

4.3 The need for a generic mean vector and covariance matrix

Given that a fingerprint examiner compares a singl&nown fingermark with a single
fingerprint, there is no scope at that time to datee within or between-source variability
for the donors of either impression; we simply hawe instance of each. We then need to
have a generic process with which the minutiae databe tested.

The hypothesis in this project, restated, is:

Friction ridge skin has a stretch limitation; théoee, corresponding minutiae in
compared images of fingerprints will vary in theklative positions within

limits.

Given data representing the degree of stretchcdmatoccur between proximal minutiae, we
can test compared finger images, in terms of thiawans of the measured variables

D1 4i,D2 gir and Agir. This project will not seek to describe skin sthefor all persons, but
will describe this for one person as a proof-ofegpt model. The data representing the

stretch potential are the elements of the mearovectd the covariance matrix.
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The approach to the measurement of relative miaygasition was done with data collected
in relation to individual minutiae. The data wadlected from each image of the same finger
with minutiae being measured in the same ordeeémh image, as described in Chapter 3.
This approach was not possible for between-souneges for two reasons:
1. An actual between-source comparison constitutesriam in identification, and such
examples are not frequently retained or recorded, a
2. Simulated between-source comparisons as nomingtédebAustralian NAFIS have
minutiae nominated that are not common to subse¢lyuraminated candidates, so
the individual minutiae cannot be examined for eék&action of between-source data

by this method.

Therefore we need an approach that approximatasssigtch for all instances of a finger for
the person being examined. Ultimately this wowgresentall fingers; however, this is
beyond the scope of this project. Given a generpression of skin stretch, any two
compared finger impressions can have data extrawtddbe tested against a generic mean
and covariance matrix, to produce a probabilitysitgrthat they have come from the same
source. This result may support or refute thedipgnt examiner’s opinion.

To this end, all fingers of the subject were reedrfor a reference image and all movement
images, and minutiae common to all images were etarkData was extracted from marked
minutiae in order to calculate the mean and cowmagafor D1y, D2 g and Agi. This
approach ensured that the measurement of positianaince was with reference to common

minutiae and not generalised across all minutiae.
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4.4 Approach taken for data collection

Data for within-source variance was collected ascdbed in Chapter 3 from images of
fingerprint from a known source. Ten minutiae weedected from each image and the
measurements taken. Data for between-source eariaas not collected due to both the
unavailability of true between-source samples andulsted between-source samples
available from the AFIS.

It was decided that fingerprints for cases whee dbmpared prints have come from both
within- and between-source would be compared withwithin-source variance data. The
resulting probability densities that the comparathdhad actually come from within-source
should then be high or low, depending on whethertést case was a within or between-
source comparison. To this end, the generic meactorw and covariance matrix,

representative of within-source variance, was geerdrto allow cases to be tested.

4.5 Within-source data

To establish within-source variation, an image weguired of each of the subject’s fingers
for reference and other images for movements tithtded distortion. The reference images
were taken from the finger as little induced distor as possible. For each movement, a
finger was placed without movement straight onghem, and images taken whilst the finger
had effort applied in prescribed directions. Thevement due to the effort applied caused
the desired skin distortion. Table 1 summarisesntiimber of images that were acquired and
measured for the within-source analysis. For eanef, ten minutiae were selected based on
the reference image minutiae positions. Data wdsaged from minutiae from each
movement image according to the selected data filoen reference images. Table 2

summarises the numbers of minutiae that were medg$ar data extraction.
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Movement Straight Moved Number Total
placement finger of fingers images
images images per
movement
Left 1 1 10 20
Right 1 1 10 20
Up 1 1 10 20
Down 1 1 10 20
Anti- 1 4 10 50
clockwise
Clockwise 1 4 10 50
Total 180
images

Table 1 Summary of within-source images and movéesieducing distortion.

Finger Number of | Minutiae Individual
images examined | examinations
Right thumb 18 10 180
Right index 18 10 180
Right 18 10 180
middle

Right ring 18 10 180
Right little 18 10 180
Left thumb 18 10 180
Left index 18 10 180
Left middle 18 10 180
Left ring 18 10 180
Left little 18 10 180

\ Total examinations1800 |

Table 2 Summary of within-source comparisons amitiae examined.

This incorporates 1800 measurements each for D136@0) measurements) and A (1800
measurements).

4.5.1 Compliance with the requirements for the use of normal distribution
density functions

If we are to use multiple instances of normal philitst density calculations, we need to
show that the data actually distribute normally amdependently before we can use the

normal distribution density calculation functions.

94



Chapter 4 — Data analysis and results

It was expected theoretically that the variables;D1D2 and Asg would distribute
normally. There were no anticipated relationshipsMeen these variables. It was however,
known that, all measurements of D2 (and nog®)2vould be greater than the corresponding
measurement for D1 in all cases. However, the areasents of D1, D2 and A are not the
variables in the distributions; these variablestheedifferences Dik, D2 and Ay which

are not subject of the same conditions, and, wgpreaed to be independent.

Data was extracted from all images of finger movwetmieand the differences in minutia

positions calculated with respect to the relevafgrence images.

D1gitf D24iff Adiff

D1gitt  Pearson Correlation 1 0.102°| -0.186"

Sig. (2-tailed) 0.000 0.000

N 1800 1800 1800
D2giff  Pearson Correlation 0.102” 1l 01217

Sig. (2-tailed) 0.000 0.000

N 1800 1800 1800
Adiff ~ Pearson Correlation -0.1867| -0.1217 1

Sig. (2-tailed) 0.000 0.000

N 1800 1800 1800

**_Correlation is significant at the 0.01 level (2-tailed).

Table 3 Calculated correlations between variablegiff) D2diff and Adiff.

Correlation statistics on the extracted differendata was calculated and are displayed in
Table 3. The assumptions of independence are sigppby the correlation data for the

difference variables.
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The differences data was plotted in SPSS as shovigures 48to 50, which illustrate the
distributions of the differences of measurementgD D2 and Ay for all fingers. It can
be observed from the histograms that the data illisions approximate a normal

distribution, however each of the distributionswh@ degree of kurtosis.

Kurtosis (MathWorks, 2008) is a measure of the mxte which observations cluster around
a central point. For a normal distribution, theweabf the kurtosis statistic is zero. Positive
kurtosis indicates that the observations clusterenamd have longer tails than those in the
normal distribution. The measured degree of kistwseach distribution is shown in Table

4.

Descriptive Statistics

N Kurtosis
Statistic Statistic Std. Error
D1diff 1800 2.068 115
D2 diff 1800 1.092 115
A diff 1800 1.246 115
Valid N (listwise) 1800

Table 4 SPSS output for the measured degree ajdisiffior the variables
D1diff, D2diff and Adiff.

The implication of kurtosis is that the data is distributed in the same manner a data would
be if distributed “normally”. That is, in the casg a distribution with positive values for the
measured kurtosis, there would be less than thecte@68.2% of cases represented in the
first standard deviation, thereby causing “fatstaih the distribution’s histogram. This then
follows that the normal probability density caldild for any given case would not be well
represented by a normal probability density functio
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It is argued that in a large sample, the impactegfarture from zero kurtosis diminishes. For
example, underestimates of variance associated pafitive kurtosis (distributions with
short, fat tails) disappear with samples of 10éhore cases(Tabachnick & Fidell, 2001).
There are 1800 samples extracted in each of th@ables D1, D2 and A. Given the number
of samples (far greater than 100) and the contetttenintended product of the research, it is

reasonable to suggest that the kurtosis does st the function that the model performs.

It is acknowledged that the kurtosis exists in driggributions of data for the three variables

however there has been no attempt to account iiothits research.

Note that it can be observed in the histograms ttietmean values for each distribution is
close to zero. This is to be expected becauskeit were no differences between compared
images, the differences would in fact be zero. atteal values are shown in Table5, where
it can be seen that, considering the range of sain@lues, the mean of these values is very
close to zero. In each instance of a fingerpreh@ taken, or a fingermark being left, there
will in theory always be some variation in the dgipdeft. This is due to variance in a
number of variables, such as applied force, dioectf the applied force, amount of material
on the surface of the finger and so on. The diffees could be expected mostly to be
minimal with more extreme differences being ledeelli, hence the expected normal

distribution.
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Figure 48 Distribution of D1diff for all finger m@&ments and reference images.
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Figure 49 Distribution of D2 diff for all finger nmements and reference images.
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Figure 50 Distribution of Adiff for all finger moweents and reference images.

N Range Minimum Maximum Mean Std. Deviation Variance
D1giff 1800 49 -27 22 -0.68 5.167 26.699
D2giff 1800 49 -26 23 0.14 6.455 41.665
Adiff 1800 77 -36 41 0.65 9.788 95.798
Valid N (listwise) 1800

Table 5 Descriptive statistics for D1diff, D2difi@d Adiff.

This is for all finger movements and calculatedhwispect to the reference images
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4.5.2 Compliance with the requirements for the use of multivariate normal
distributions

The use of multivariate normal probability densitynctions requires that the variables
distribute normally and that they vary independenfl each other. The data was analysed
using SPSS to show the normality of the variab&rithutions in the form of a histogram as

shown in Figures 48 to 50.

The correlation was demonstrated in scatter potshawn in Figures 51 to 53 and the actual

values calculated and shown in Table 3.
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Figure 51 Scatter plot showing the relationshipveein variables D1diff and D2diff.
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Figure 52 Scatter plot showing the relationshipveein variables Adiff and D1diff.
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Figure 53 Scatter plot showing the relationshipveein variables Adiff and D2diff.
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4.6 Generation of the generic mean vector and covariance matrix

To generate a generic covariance matrix, covariamatees for the three variables (fx1
D24 and Ayir) were obtained for the ten minutiae in each fingerd the variance values
averaged. Mean values were also obtained butdaherig value set at zero for each variable.

This process is explained as follows.

Minutiae difference values for each finger weregaissed in Matlab using the “cov(x)”
function in a script “csv input from V++ 2 no ab$ \lalues.m” (Appendix 3.4). The

“cov(x)” function produces a covariance matrixnei elements where is the number of
variables contained in the data representexl bihe data array has the variables
represented by the columns and the observatioresafdr movement represented by the rows.
As each finger for within-source data collectior han minutiae examined, the covariance
matrix produced for each finger had dimensions®f3®, which contained data for the three

variables for the ten minutiae as shown in Tab(lef index finger).

M1D1 M1D2 M1A M2D1 M2D2 M2A M10D1 | M10D2 M10A
M1D1 23.781 0 0 0 0 0 0 0 0
M1D2 0 49.323 0 0 0 0 0 0 0
M1A 0 0 143.20 0 0 0 0 0 0
M2D1 0 0 0 23.781 0 0 0 0 0
M2D2 0 0 0 0 10.5 0 0 0 0
M2A 0 0 0 0 0 60.800 0 0 0
0 0 0
M10D1 0 0 0 0 0 0 0 9.3986 0 0
M10D2 0 0 0 0 0 0 0 0 5.0457 0

M10A 0 0 0 0 0 0 0 0 0 27.058

Table 6 The covariance matrix for the left indengter.

The headers for the rows and columns indicate dén@ies examined. For example, M1D2
refers to the D2 diff for Minutia 1. The elemefus the first two minutiae and the tenth
minutia are shown. The angle data in this anaWalhg tables has been coloured red.
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Note that the headings for the columns and rowslareled without the 4" suffix for
convenience. The values in the diagonal in eacbefis covariance matrix represent the

variances of the three variables for each minwtarened.

The values of the variances of §xland D2 combined were averaged within each finger’s
covariance matrix and then across all fingers twpce the average variance ofglgland
D24is. The means of the variances were establishedlfofingers. The means of the

variables for the left index finger are shown irblEa7.

distances angles

mean 20.04477 56.83758

Table 7 Mean values for the elements in the comaganatrix and mean vector

for the difference data for the left index finger.

The means of the variance values fog1D2 and Ay from all fingers were averaged to
produce the generic covariance matrix values. &las shown in Table 8. These values
were inserted into the diagonal cells of the geneovariance matrix as shown in Table 10.
Note that the off-diagonal values have been asdighe value of zero, due to the low

covariances as established in Section 4.5.2..

distances angles

mean 18.53846 54.55538

Table 8 Average values for mu and sigma for all@agd distance differences
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The Matlab script also produced a mean vector ifiterdnces data for each finger. Table 9

contains the mean values for the difference datthioleft index finger.

Variable mu

M1D1 -1.38889

M1D2 | 0.166667

M1A -7.55556

M2D1 -1.38889

M2D2 2.5

M2A -7.72222

M10D1 | -4.88889

M10D2 | 2.111111

M10A 9.666667

Table 9 The mean vector for the left index finger.

The elements for the first two minutiae and theéheninutiae are shown.

Since the mean values for all variables averageashlsgapproximately zero, and were
expected to be so, it was assumed that the meaa shbuld actually be zero. As there was
no argument established that would suggest amatiee, the value of zero was assigned as
the mean for all variables resulting in a 1x3 meactor (mu) with all vector elements being

Zero.

It is expected that the values of a true generitrimnthat represents the human population’s
variance in skin stretch would be different to #adues established in this project. However,
this does not necessarily invalidate the estaldisledues from being included in a testing
mechanism. Given that, if the variance valuesiaeeeased, the resultant distributions will
broaden and become less discriminating when tesasgs. Equally, if the mean values for

the human population happened to be different ® rirean established here, then the
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functions representing within- and between-souresponses to the model will vary

accordingly.
M1D1 M1D2 M1A M2D1 M2D2 M2A M10D1 M10D2 M10A
M1D1 18.5384 0 0 0 0 0 0 0 0
M1D2 0 18.5384 0 0 0 0 0 0 0
M1A 0 0 54.5553 0 0 0 0 0 0
M2D1 0 0 0 18.5384 0 0 0 0 0
M2D2 0 0 0 0 18.5384 0 0 0 0
M2A 0 0 0 0 0 54.5553 0 0 0
0 0 0
M10D
1 0 0 0 0 0 0 0 18.5384 0 0
M10D
2 0 0 0 0 0 0 0 0 18.5384 0
M10A 0 0 0 0 0 0 0 0 0 54.55

Table 10 The generic covariance matrix.

The elements for the first two minutiae and theéheninutia are shown.

It is expected that the values of a true generitrimnthat represents the human population’s
variance in skin stretch would be different to #adues established in this project. However,
this does not necessarily invalidate the estaldisledues from being included in a testing
mechanism. Given that, if the variance valuesiaeeeased, the resultant distributions will

broaden and become less discriminating when tesasgs. Equally, if the mean values for
the human population happened to be different ® rrean established here, then the
functions representing within- and between-souresponses to the model will vary

accordingly.

Neither of these factors will affect the fact tbatween-source cases will tend to fall closer to

the between-source mean and the within-source eaifleend to fall closer to the within-
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source mean. The sensitivity of the test will HFeaded; however, as a test of the examiner’s
outcome, the model should be able to give a “supmgror “not supporting” response.
The performance of the model was tested, which gawvéndication of perhaps where the

more accurate means exist. This will be discutsed.

4.7 The effect of multiple variables on the resultant probability density

The effect on the resultant probability density,enhthere are more variables and cases, is
that the value of the probability density of theweence will diminish. This is because the
probability densities are effectively multipliedgether. Figure 54 charts the logarithm to
base 10 of the probability for multiple events acitig where the event value equals the
mean. This is the case where the images compagethe@ same and the minutiae marked
have the same Cartesian coordinates. It can betsatreven when the event values are the
most probable (equaling the mean value), the piibtyabf successive events (compared
minutiae) diminishes.

Note that the slope of the function, for what cobkl described as the best case scenario
where there is complete agreement in minutiae iposit is approximately -3.3. In
comparison, Figure 55charts the logarithm of thebpbility for multiple events occurring
where the same image as for Figure 54has been cedhpath a copy of itself, with all

minutiae moved 10 pixels in a random direction.
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Probability density of occurence, where there are no
differences between minutiae positions of compared
fingerprints
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Figure 54 Probability density of multiple eventstloé same occurrence.

Where there is no difference between the markeditiai@ of the compared images the
probability diminishes at a steady (same) rate.

The probability density of successive events dighias at a higher rate as indicated by a
slope of approximately -12. This change of slopggests that, as the [}, D2 and Ayix
values increase, the slope of the function wilféase, confirming that the probability density

that the compared images are from the same souitdseviess.
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Comparison of the probability densities where there are no
differences between compared minutiae positions and where
there are random 10-pixel shifts in minutiae positions
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Figure 55 Probability density of multiple eventsesd an occurrence is varied.

Comparison of the probability densities where, ¢hame no differences between compared
minutiae positions and where there are random g6kghifts in minutiae positions.

4.8 Establishing regression functions for within- and between-source test
response probability densities

The objective behind testing within- and betweeurse data with the generic mean and
covariance matrix was to establish regression fonstto allow actual cases to be tested for
probable within or between-source origins.

The reference images for the donor in this projgete searched against the AFIS in a
manner that simulated a developed latent fingerntagig searched against all inked

fingerprints. Fingerprints of the donor that waaminated by AFIS as a candidate (being a
prior record on the AFIS from the donor) were saf@dwithin-source comparisons. These

within-source “candidates” were from previous re&soof the donor on the AFIS database

submitted for other reasons previous to this reseatmages of fingerprints that were both
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incorrect nominations and records owned by the Ai#te saved for between-source
comparisons. The number of within-source candgléde each finger is listed in Table 11.
Figure 56 shows an example of the reference imagehk left index finger, a correctly
nominated candidate, and the minutiae that AFISnoasinated. Note that there arery few
minutiae that are not includeith the set of minutiae nominated by AFIS as cqoesling.
There are variations in the positions of minutiabich is due to the elastic distortion of the

skin (Maceo, 2009).

Figure 56 Comparison of a left index finger and ¢beectly nominated candidate.

There are 36 minutiae nominated as correspondsgh@wn by the green markers.

Figure 57 shows an example of the reference in@agthe left index finger, an incorrectly
nominated candidate, and the minutiae that AFISrimasinated. Note that there arany
minutiae not includedh the set of minutiae nhominated by AFIS as cqroesling. Table 12
shows the number of correct candidates per referenage (for which there are multiple
cases) and the number of minutiae nominated by AEI&orresponding.
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Finger Number | Minutiae
of examined
candidates
Right thumb 1 57
Right index 1 42
Right middle 1 46
Right ring 1 40
Right little 1 42
Left thumb 1 77
Left index 1 36
Left middle 1 37
Left ring 1 35
Left little 1 30
Total 10 442

Table 11 Summary of within-source candidates antutide examined

The mean number of between-source minutiae nondnayeAFIS per finger was 25, the
minimum number of minutiae was 13 and the maximuWiBe mean number of within-

source minutiae nominated by AFIS per finger wasdd the minimum 30.

The difference in the number of nominated corredpanminutiae for within- and between-
source is, in my view as a fingerprint examinere do the fact that there is expected to be
disagreeing minutiae in a between-source companissalting in fewer “corresponding”

minutiae being nominated.

The difference in the number of candidates is tabie in that there can only be one correct
candidate for within-source comparisons, while ¢hewuld be a number of candidates whose
fingers contain minutiae in similar positions tcetreference image. Recall that AFIS is

searching for similarities and ignoring all diffeces.
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Figure 57 Comparison of a left index finger andrazorrectly nominated candidate.

There were 20 minutiae nominated as correspondmghown by the green markers. One of
the minutiae not in agreement is indicated by #tkaircle on the left (reference) image.

Finger Number | Minutiae
of examined
candidates
Right thumb 4 103
Right index 1 24
Right middle 4 111
Right ring 4 96
Right little 2 68
Left thumb 8 292
Left index 5 86
Left middle 4 83
Left ring 4 77
Left little 1 15
Total 37 955

Table 12 Summary of between-source candidates amatiae examined
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Data was obtained from all within-source and betwsaurce comparisons. The data for
each comparison was tested by the model and pildpatensity data produced. The data
produced consisted of probability densities that ¢bmparison was within-source, for one
minutia compared, two minutiae compared, and saatil all minutia had been compared.

The data was in the form shown in Tablel13.

Probability
Number density of
of L
o within-
minutiae
sour ce
1 3.85E-11
2 1.26E-23
3 5.30E-29
4 2.07E-32
5 7.40E-36
6 1.69E-41
35 3.46E-215
36 4.28E-219

Table 13 Sample of the data produced using therigemean and covariance matrix.

A probability density that both fingerprints havante from the same source (i.e. a within-
source comparison) is returned for increasing nusbeminutiae. In this example, 36
minutiae in a left index finger have been compared.

The significant part of a probability density retad is the exponent. As such, the log to base
10, of all probability densities calculated, wasdisvhen data was plotted or cases compared.
Probability density data was collected for all c@mgons and input into within-source and

between-source spreadsheets.
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The means and standard deviations of probabilitysities, between all fingers, were
calculated for one minutia, two minutiae and sowhich produced data that, when plotted,
allowed a prediction to be made where a within etween-source comparison would lie,
given the number of compared minutiae. Table l@wsha sample of the between-source

comparison probability density data.

Note that, as previously mentioned, not all imagestain the same number of compared
minutiae. Therefore the mean and standard dewigttculated may not be reliable for cases

with fewer fingers compared.

For this reason, data for the means and standardtidms were only taken from data where

there were a constant number of minutiae contaimeéde compared data. This number for

between-source data was 13 minutiae and for wibimce data was 30 minutiae.
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1 | 2.82E-15 | -14.54989 | . . 2.24E-10 | -9.649888 | 3.93E-10 | -9.405851 | 37 | -1.18E+01 | 6.82E+00
2 | 5.96E-22 | -21.22445 | . . 7.68E-20 | -19.11467 | 6.67E-25 | -24.17559 | 37 | -2.50E+01 | 1.31E+01
3 1.81E-37 | -36.74347 | . . 9.50E-48 | -47.02207 | 5.77E-30 | -29.23871 | 37 | -3.77E+01 | 2.03E+01
4 | 5.63E-46 | -45.24946 | . . 2.94E-57 | -56.53233 | 7.23E-35 | -34.14113 | 37 | -4.75E+01 | 2.21E+01
5 | 2.76E-51 | -50.55854 | . . 9.52E-64 | -63.02158 | 5.09E-101 | -100.2936 | 37 | -6.28E+01 | 2.94E+01
6 | 3.84E-62 | -61.41531 | . . 1.58E-67 | -66.80261 | 2.37E-122 | -121.6257 | 37 | -7.55E+01 | 3.09E+01
7 | 3.96E-71 | -70.40181 | . . 3.33E-93 | -92.47754 | 1.58E-133 | -132.8015 | 37 | -8.64E+01 | 3.14E+01
8 | 7.62E-85 | -84.11828 | . .| 2.87E-103 | -102.5415 | 1.29E-164 | -163.8881 | 37 | -9.94E+01 | 3.36E+01
9 | 473692 | -91.32549 | . .| 1.43E-109 | -108.845 | 1.73E-224 | -223.762 | 37 | -1.14E+02 | 3.88E+01
10 | 9.98E-102 | -101.001 | . .| 1.92E-113 | -112.7158 | 2.81E-232 | -231.552 | 37 | -1.25E+02 | 3.87E+01
11 | 5.38E-108 | -107.2696 | . . | 3.97E-119 | -118.401 | 5.89E-239 | -238.2298 | 37 | -1.36E+02 | 3.85E+01
12 | 1.35E-123 | -122.8691 | . .| 2.39E-123 | -122.6224 | 6.19E-246 | -245.2083 | 37 | -1.50E+02 | 4.05E+01
13 | 4.25€-133 | -132.3716 | . .| 1.04E-130 | -129.9839 | 2.90E-261 | -260.5374 | 37 | -1.64E+02 | 4.51E+01
14 | 1.54E-150 | -149.8127 | . .| 1.41E-138 | -137.8493 36 | -1.75E+02 | 4.50E+01
15 | 6.66E-158 | -157.1766 | . . 34 | -1.88E+02 | 4.07E+01
16 | 2.46E-181 | -180.6096 | . . 33 | -2.02E+02 | 4.30E+01
17 | 7.50E-190 | -189.1252 | . . 31 | -2.11E+02 | 4.21E+01
18 | 2.16E-199 | -198.6651 | . 29 | -2.22E+02 | 4.19E+01
19 | 3.85E-206 | -205.4142 | . 26 | -2.29E+02 | 4.02E+01
20 | 7.47E-211 | -210.1266 | . 23 | -2.33E+02 | 3.70E+01
21 | 6.56E-217 | -216.1829 | . 16 | -2.41E+02 | 3.24E+01
22 | 2.76E-227 | -226.5585 | . 14 | -2.50E+02 | 2.98E+01
23 | 2.22E-239 | -238.6535 | . 11 | -2.55E+02 | 3.18E+01
24 | 7.83E-252 | -251.1065 8 | -2.56E+02 | 3.01E+01
25 | 1.25E-256 | -255.9044 6 | -2.62E+02 | 2.25E+01
26 | 6.84E-274 | -273.1648 5 | -2.79E+02 | 9.08E+00
27 | 3.31E-281 | -280.4796 3 | -2.89E+02 | 7.79E+00

Table 14 Data from between-source comparisons.

The rows represent the number of minutiae markeddoh finger compared. The following
columns contain the probability data for the conepdinger (as indicated by the column
header) and the log to base 10 of the probabigtysdy. The column titled “number of
fingers compared” indicates how many fingers comdithat row’s number of minutiae (for
example: the highlighted yellow row indicates tBatimages contained 13 minutiae). The
last two columns contain the means and standandtitavs for the respective rows.
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4.8.1 Between-source probability densities for all minutiae
Based on all minutiae data, the probability datatieo compared fingerprints from different

sources (between-source) can be plotted as shofiguine 58.
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Figure 58 The function describing the means oldlgé0 of the probability density that the
compared between-source fingerprints are fromdingessource, for up to 27 minutiae.

The regression (trend) line function equation aida® generated in Microsoft Excel, was
also produced through regression analysis in SPBfs was the case for all of the plotted

within- and between-source functions.

Whilst the mean function provides a function thaetguite reliable for predicting between-

source comparisons for up to 27 minutiae compditezl same cannot be said for standard
deviation. Figure 59 shows the function for stadddeviation for up to 27 minutiae. Note

that this function, for values in the range 1 tor@inutiae is not linear. It is affected by a

diminishing number of compared minutiae due to lésser number of images with a large
number of minutiae to compare; hence, the deviationinishes with fewer samples.
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Graph of the standard deviations of logl0(probability density) for
up to 27 minutiae
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Figure 59 The function describing the standard atems of the logl0 of the
probability density that the compared between-soiingerprints are from the same
source, for up to 27 minutiae.

As previously mentioned, it is expected that therk be fewer minutiae compared in a
between-source comparison and the reliability ef fimction diminishes as the number of

images sampled diminishes.
It was therefore decided to plot the between-sotuoetion using only 13 minutiae. Figure
60 shows the mean function and Figure 61 the stdndaviation function for up to 13

minutiae in a between-source comparison.

Whilst the R value for the mean function has increased sligtttg, R value for the standard

deviation function indicates a greater degreeradrity than was previously observed.
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Graph of the mean of log10(probability density) for 13 minutiae
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Figure 60 The function describing the means olalgé0 of the probability density
that the compared between-source fingerprintsrare the same source, for up to 13
minutiae.

Graph of the standard deviations of log10(probability density) for
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Figure 61 The function describing the standard atexns of the log10 of the
probability density that the compared between-soiingerprints are from the same
source, for up to 13 minutiae.

The data representing the between-source respon8 fminutiae is illustrated in box plots
in Figure 62.
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Distributions of probabilites for varied numbers of compared between-source
minutiuae
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Figure 62 Box plots of values contributing to thean between-source probability density
function.

4.8.2 Within-source probability densities for varied numbers of minutiae

Based on all minutiae data, the probability denddya for two compared fingerprints from

the same source (within-source) can be plottedhas/is in Figure 63. Whilst the mean

function is quite reliable for predicting withinis@e comparisons for up to 55 minutiae, the
same cannot be said for standard deviation. Figdighows the function for standard

deviation for up to 55 minutiae. Again, the dinsimng number of minutiae available for

comparison causes the standard deviation valuesdome unstable.
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Graph of the mean of log10(probability density) for up to 55
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Figure 63 The function describing the means olalgé0 of the probability density
that the compared within-source fingerprints acenfithe same source, for up to 55

minutiae.

It was decided to plot the between-source functisimg only 30 minutiae, as this was the

highest number of minutiae that was contained bgaahpared images.
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Figure 64 The function describing the standard atexns of the log10 of the
probability density that the compared within-souingerprints are from the same

source, for up to 55 minutiae.
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Graph of the mean of log10(probability density) for 30 minutiae
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Figure 65 The function describing the means oldlgé0 of the probability density
that the compared within-source fingerprints aoenfithe same source, for up to 30
minutiae.

Figure 65 shows the mean function and Figure 68ttedard deviation function for up to 30

minutiae in a within-source comparison.
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Figure 66 The function describing the standard atexs of the log10 of the
probability density that the compared within-souingerprints are from the same
source, for up to 30 minutiae.
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The data representing the within-source respons&dfaninutiae is illustrated in box plots in

Figure 67.

Distributions of probabilities for varied numbers of compared within-source
minutiae
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Figure 67 Box plots of values contributing to thean within-source probability density
function.

4.9 Model testing against within- and between-source cases

It could be argued that the establishment of tigeeission functions in this project will only
be representative of the donor and not be appkcaédlanyone else. In that case, the
performance of the model would be in questionwds decided to test the performance of the
model with known within-source comparisons fromuattcriminal investigation cases, and
also with simulated erroneous (between-source) eoisgns as generated by AFIS searches.
This, of course, supposes that the outcomes ofctimeparisons that are nominated by
examiners as being within-source are in fact corr®¢e will assume that, for the purpose of

this research, these outcomes were correct.
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To perform these comparisons, two fingerprints wasmpared for each case, the relevant
data extracted, and the model applied to that datee resultant cases were plotted against
the regression functions in terms of the calculgieabability density of each case being

within-source, and the number of minutiae compared.

4.9.1 Between-source comparisons

Reference images from the donor were searchedh@mAEIS as latent fingermarks to be
searched against all unsolved latent fingermarks fAFP investigations. The searches
returned 36 non-matching cases that were ownedthd\AEP. These had AFIS-nominated
corresponding minutiae marked for each case. irfageés from these cases were compared
and data extracted from the marked minutiae. Tdta @as processed using the proposed

model and the cases plotted as shown in Figuren@8sathe “Between-source case” series.

4.9.2 Within-source subject comparisons

Latent fingermarks involving a range of distortiomere deposited and developed with black
fingerprint powder. These were compared with th®rresponding reference images,

marked and feature vectors extracted. The datgpveeessed using the proposed model and

the cases plotted as shown in Figure 68 and i8/iin-source donor” series.

4.9.3 Within-source case comparisons
Fingerprint comparisons from 21 AFP criminal invgation cases were compared and data
extracted from the marked minutiae. The data wasgssed using the proposed model and

the cases plotted as shown in Figure 68and isWithin-source case” series.
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4.9.4 Results of comparisons

It can be observed that the within- and betweemesbaomparisons do not overlap. This is
encouraging in that the two categories of compare®@ separate; however, given the small
number of samples used, it could be argued thaé tweuld be an overlap, should greater
numbers of cases be tested. Furthermore, givgerlalumbers of samples, there can be

expected to be a greater instance of the repramtuati constellations of minutiae in similar

positions.
Test cases against predicted within & between-source means
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Figure 68 Test cases, plotted against, the withmat between-source means.

In both within- and between-source instances, thlk bf the cases fell below the predicted
means. This may be because the generic mean aadiaswe matrix are based on one
person only, and the variance in skin stretch theondonors could reasonably be expected to

differ.
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4.10 Testing model sensitivity
The reliability of the model will be affected by wat responds to variations in minutiae
positions. Such variations of position will be dodifferent fingerprints being compared or

poor marking of minutiae by an examiner.

A number of experiments were carried out on twogesa These images were chosen
because, when the comparison was initially prockasel the probability density of coming
from within-source calculated, and when plottedirgfathe within- and between-source
functions, it coincided with the within-source meaAny effect on the probability density
outcome due to changes to the minutiae positionsildvoherefore be obvious. The
experiments involved the movement of one minutie movement of all minutiae, the
repeated plotting by an examiner of the same cosgrarand the swapping of two minutiae
in the marked order. In the first two experimertk® distance that minutiae in the latent
fingermark were moved was set, but the directios wae of 45, 135, 225 or 315 degrees,
determined by a script in V++ using random numbeFor these two experiments, the
position of the minutiae in the inked fingerprimtas not changed. In the third experiment,
positions of minutiae in both the latent fingermarkd the inked fingerprint were randomly
moved as a result of the natural variations innttagkup process. In the last experiment, the
order of the plotted minutiae was the same, exéteptwo minutiae whose orders were

swapped.

The image used in tests 1 to 3 involved an image faigermark with 23 minutiae marked.

The fourth test used a different fingermark with dfnutiae marked. Note that the

approximate distance in the period described bwllghrfriction ridges in this image was
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approximately 22 pixels and the difference betwpesdicted mean logs of the probability

densities for within-source and between-sourc@Baimately 185 for 23 minutiae.

4.10.1 Test 1: Movement of one minutia by 10 pixels

This experiment involved moving a single marked utian 10 pixels in a random direction.
As there were 23 minutiae marked on the imagegetivare 23 experiments; one experiment
for each moved minutia.

The changes in minutiae positions resulted in aresegf variation in the calculated
probability density. These probability densitiesre plotted as shown in Figure 69. The
range of the variation is shown in the data in €al8. It can be observed that, while there is

variation caused by the movement of one minutigikgls, the effect is not great.

Multiple instances of the same comparison each with one minutia
misplaced by 10 pixels, with predicted within & between-source

means
— O 4 - T T T T T 1 . .
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'§ ® probability with one
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Figure 69 The variation in calculated probabiligndity of one minutia being moved 10
pixels.

There were 23 compared minutiae in the images exathand 23 separate instances of a
moved minutia.
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The implication for comparisons by an examineriat tone poorly marked minutia may not

have a significant effect on the probability depsilculated.

Note that, in Table 15, the minimum value represehé lowest probability density of the
compared fingerprint and fingermark being withinuse, and the maximum value is the

highest probability density.

Probability density of
comparison being within-sour ce
Minimum -1.20E+02
Maximum -1.02E+02
Mean -1.11E+02
Standard
deviation 4.07E+00

Table 15 The range and variance of the calculated probability densities in test 1.

4.10.2 Test 2: Movement of all minutiae by varied amounts

10 experiments were carried out, where all minutteee moved in a random direction by an
increasing amount. The distance moved was the smmie experiment number in the
series; that is, the first experiment the movermet one pixel. In the second experiment the
movement was two pixels, and so on up to ten. rEkalts are plotted in Figure 70. The
range of the variation is shown in the data in €al8. It can be observed that, the greater the
error of marker positioning by an examiner, theatge the effect on the probability density

calculated.

126



-50

-100

=
ul
o

-200

occurence)

-250

-300

Log10(probability density of the

-350

-400

Chapter 4 — Data analysis and results

All minutiae moved up to 10 pixels with predicted within & between

source means

20 25 30 Number of minutiae
-
-
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Q
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(€]
) @ Probability with all
o) minutiae moved

Figure 70 Thevariation in calculated probabilityhdigyof all minutia being moved 10 pixels.
In each instance, all minutiae were moved an inergimg amount with the final image
having minutiae moved 10 pixels. There were 23 maned minutiae in the images examined.

Probability density of

comparison being within-sour ce

Minimum -3.00E+02
Maximum -1.08E+02
Mean -2.01E+02
Standard 78.89192
deviation

Table 16 The range and variance of the calculatelgbility densities in test 2.

Given that the approximate period of the frictiashges in this instance is 22 pixels and that

the greatest distance the marked positions of tineitrae were moved was 10 pixels, it can

be expected that if an examiner poorly positiongrahutiae, there is the potential that a

within-source case could be indicated by the maddletween-source.

4.10.3 Test 3: Variation as a result of repeated manual plotting

This experiment involved the comparison of theiahiposition of the minutiae in the

compared images with five more instances of theesaompared images, all with new

manually (by the same person) marked minutiae ith ltlee latent fingermark and inked
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fingerprint. This experiment was to look briefly the variance expected to occur through

manual positioning of minutiae. The results arevahin Figure 71and Table 17.

It can be observed that there is, as expectedgeeeef variance due to error in minutiae
placement. Note that this error does not indigat®rrect minutia nomination, but will

nevertheless have an effect on the probability itenalculated.

Multiple instances of the same comparison each with manual plotting,
with predicted within & between-source means
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Figure 71 The variation in calculated probabilignditydue to manual marking.
In each 6 instances all minutiae were manually ethik the same positions as determined
by an examiner. The variation observed is duautodn assessment of the actual minutiae
positions and a degree of error in the placem@&here were 23 compared minutiae in the
images examined.

Probability density of
comparison being within-sour ce
Minimum -1.22E+02
Maximum -1.04E+02
M ean -1.12E+02
Standard 7.55E+00
deviation

Table 17 The range and variance of the calculateligbility densities in test 3.
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It should also be noted that all data that resultdtie within- and between-source regression
functions was obtained through manual placememth@fminutiae. As such, the model was
generated with an inherent error due to normal traeruplacement and application of the

model must be done with this error in mind.

4.10.4 Test 4: Swapping minutiae placement order
This experiment involved selecting two marked migeiin the image and changing them in
terms of their marked order. Figure 72shows anganwith numbers representing the

marked minutiae locations.

Figure 72 Marked minutiae on an image.
The minutiae are to the immediate left of the numbe

In this instance the minutiae marked 2 and 3 wesgpped. This simulates an examiner

marking all of the minutiae correctly and in thengaorder, except for the order of minutiae 2
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and 3, whose order, in this test case, is reverfablle 18 shows the data that can be

generated from the compared images.

Probabilities Log10(p) I;;;::;i'::
Minutia Probability
Order No. Nearest 1 | Nearest 2 normal swapped normal swapped normal swapped density
Differences

0 6 14 5 6.0E-06 6.0E-06 -5.22 -5.22

1 14 6 15 1.0E-10 1.0E-10 -10.00 -10.00 4.78 4.78 0
2 5 3 4 8.9E-15 6.3E-25 -14.05 -24.20 4.05 14.20 10
3 8 9 7 1.6E-19 1.2E-29 -18.78 -28.93 4.73 4.73 0
4 7 8 9 6.8E-25 4.8E-35 -24.17 -34.32 5.38 5.38 1
5 4 2 3 3.1E-29 8.2E-44 -28.51 -43.09 4.35 8.77 4
6 13 10 6 9.5E-38 2.5E-52 -37.02 -51.60 8.51 8.51 1
7 9 8 7 3.2E-43 8.6E-58 -42.49 -57.07 5.47 5.47 0
8 15 14 0 9.8E-51 1.2E-62 -50.01 -61.93 7.52 4.87 3
9 3 2 16 1.5E-54 3.7E-77 -53.83 -76.44 3.82 14.50 10
10 0 1 5 2.3E-58 1.3E-80 -57.63 -79.90 3.80 3.46 1
11 1 0 3 8.0E-62 2.6E-114 -61.10 -113.58 3.46 33.68 30
12 2 16 3 1.6E-65 3.5E-132 -64.79 -131.46 3.70 17.88 14
13 16 2 3 2.7E-69 1.4E-146 -68.56 -145.85 3.77 14.39 10
14 10 11 13 3.0E-74 1.9E-154 -73.52 -153.73 4.96 7.88 2
15 11 10 12 5.5E-79 3.4E-159 -78.26 -158.47 4.74 4.74 1
16 12 11 10 2.5E-85 1.5E-165 -84.60 -164.81 6.35 6.35 1

Table 18 Data generated from compared images wihtinutiae in a reversed order.

The rows refer to increasing numbers of minutiaesaered as the Order increases. The
columns are as follows: Order refers to the ordeniautiae examined; Minutia No. refers to
the minutia number as shown in Figure 72; NearestdlL2 refer to the 1st two closest
minutiae (from which D1, D2 and A are calculateaiti); Probability densities contain an
indication that the image comparison is within-geuior both the normal and swapped
minutiae arrangements; Log10(p) contains the lagfite normal and swapped probability
density; Incremental Differences contains theedéhce between subsequent rows;
Probability Differences contain the differencesniaremental changes; these values indicate,
when high, where the effect of poor placementthe,swapped minutiae, become apparent.
The cells highlighted yellow contain reference itber minutia 2 or 3 (swapped minutiae),
and the values coloured red indicate an effedi@fsivap as indicated by the Probability

Differences column.
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The values in the “Probability Differences” columshow, that when they are when
noticeably high, there is a possibility of an efrothe marked placement of a minutia. It can
be seen in rows indicated by Order 2, 9, 11, 12ZdNote that each of these minutiae are
either minutia 2 or 3, or, they involve 2 or 3 retnext closest two minutiae. Note also, that
for minutia number 4, both minutiae 2 and 3 are niearest two minutiae. Given their
relative positions, the angle will not change, ahe, changes in distances measured will not

be great. There is therefore, no great chandeeifPtobability Differences.

Where there is an effect of the swapping of the utiee, the subsequent calculated
probability density is also affected. Figure 7lowh the effect of the calculation of
subsequently added minutiae, for both the normakimg, and that where the two minutiae

have been swapped.

Probability densities of multiple subsequent minutiae combinations
comparing correct markup with two swapped minutiae
0.00 T T T T T T T T T T T T T T T

123 _4 5 6 7 8 9 1p 11 12 13 14 15 16 17 Numberofminutiae
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Log10(probability density of the occurence)
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Figure 73 The effect on the probability densitigghe swapped minutiae.
The green lines are placed over the points onghapped” series where the change of the
Probability Differences is most noticeable.
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Where there has been a large change in the Prapdbiiferences, the calculated probability
density will have been affected. This can be sedfigure 73where the slope increases as
indicated by the green lines. Note that, whereetli®no large change, the slopes for normal

and swapped are relatively parallel.

The effect of swapped minutiae will vary accordiaoghe positions of the minutiae (proximal
to other minutiae) or when one is the centroid m&uGiven either of these conditions, the
effects could be multiple or potentially greateausing a compounding diminishing effect on
the calculated probability density.

Given a low probability density of with-source #icomparison, where it is expected that the
comparison is correct (and is within-source), tla@adn Table 18 can be examined (as a
diagnostic tool) to locate any minutiae in questitmt may be causing the deviation in

probability density.
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5.Discussion & conclusion

The objective of this research was to establishingple model that will incorporate a
statistical analysis to test what a fingerprintrak®er has used to conclude that a fingerprint
and a fingermark have come from the same source.

Whilst there was no actual between-source dataegadh this was not an issue in that the
guestion being asked was, “Is there an indicatibrsupport for the proposal that the
examiner is correct in their conclusion?” Giversttihe model seeks to test data from any
instance of a comparison against the distributimnghe measured within-source variance.
The response from the model is an expression ofwelvthe examiner’'s nominated features
in the comparison “fit” as if they had come fronethame finger. Where there is excessive
difference in minutiae positions (i.e. beyond rewdde variance due to natural skin
distortion), the response will be less supportivéidating that the comparison is between-
source.

This chapter includes model limitations, assumjan general discussion, and conclusions

from the research.

5.1 Limitations

5.1.1 Training data obtained on a flat surface

This research has used the images of friction rclggact with a smooth, flat surface, as
being representative of all marks and prints lgftabfinger. In reality, the marks left by a
finger will be affected by any variations in thece&ving surface. In instances where the

surface changes to the extent that the resultistpriion is beyond reasonable variance,
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individual areas that are, in themselves, not &ffitdy the surface variation, should be

considered individually.

5.1.2 Measurements in the digital environment

Measurements have been made using locations imidnge that indicate where variation in
minutiae positions has occurred. These locatioasepresented by Cartesian plane X and Y
coordinates.

As discussed in Chapter 3, there is a limited sangles that can be calculated for any given
distance. This will affect all measurements bubrensignificantly, smaller measurements.
Figure 74 illustrates the error function. For distes of less than 40 pixels, there is a
potential error of greater than 5% of the distameasured, with that percentage increasing as
the distance gets smaller. As the majority of dietances measured were greater than 40
pixels, this error was acknowledged but not othsevaccounted for.

This research used changes in minutiae relativéigos to detect potential between-source
comparisons. Changes in calculated angles dedcribe three minutiae are easily
determined; however, the same degree of changenaitian position measured over different

distances produces a different change in angle.

M1

YDistance M2,
(pixels)
YChange
0 M2 XI_Distance
(pixels)

Figure 74 Diagram showing effect on angle givehange in position and distance.
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Figure 74 simulates the relationship between twaute, M1 and Mg where the two
minutiae are separated by a distance described igtahce and YDistance. If Mds
moved by the distance YChange to the position of,Mas will produce a change in the
angle to the normal as represented by A. Asxtlteordinate of Mg and M2, varies, the
value for A varies also.

The change in A with the XDistance is shown in [Fggd5. The distance values in this case
for YDistance was 40pixels, YChange was 5pixelsl, dDistance varied between 0 and 600

pixels. In this instance, the greatest amounthainge of A is where XDistance equals 37

pixels.
Change of angle due to a change of minutiae position
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Distance between minutiae (pixels)

Figure 75 Function of the change of angle with angfe in minutiae relative position.

The relationship between the maximum value forh&, YDistance, XDistance and YChange
is shown in Eq. (5.1).

YChange
onangey (5.1)

XDistance = Integer(YDistance — >

It could then be argued that, to optimize thecedficy of a model detecting changes of
minutiae positions through angle measurement, tlheemshould select minutiae whose
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distances between them maximises the change entljie. This selection of minutiae should
also consider minimising error through measureménngles over distances that are not too

close.

5.1.3 Minimal variables used

This model is very simple in that there are onlgeéhvariables considered, being the two

distances D1 and D2, describing the two distanedsden a given minutia and its two next

closest, and the angle A between those three ramutDther models such as that proposed
by Neumann (2006 and 2007) are relatively compiekiacorporate continuous data through

various distributions, classifiable data and disbormodels. However, the use of a minimal

number of variables is easier to implement intaydmprint comparison software and, as

shown by this research, can be used to moderatx#rainer’s conclusion.

5.1.4 Manual marking of minutiae positions

No feature recognition software was used in th&$aince for the generation of training data
to establish the model. This was done on purpsseisiexpected that the application of this
model would not see feature recognition done autically; it would be done through the
manual marking of minutiae by an examiner and, wh,swe would be testing what the
examiner has marked. The effect of this is thatrttanual marking of minutiae is likely to
introduce a greater degree of variance than tisdrereality.

A drawback of this (or any other model using featooordinates) is that inaccurate or poor
marking of minutiae may lead to erroneous outcorfiesn the model. However, the

examiner must be held accountable for what thegguito have used.
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Figure 76a Section of the marked latent

i Figure 76b A marked latent fingermark
fingermark

Figure 76 Example of a marked unclear latent fingek.

(http://onin.com/fp/fmiru/bumscchartlp.jpg)

Figure 76b shows a marked latent fingermark and steavs detail of part of the marked

image. Features have been nominated at varioaidas in the latent mark that are not able
to be clearly seen. The resolution of the imagtis case may have a detrimental effect on
its clarity; however, in reality, there is no clabetail to be seen. If the nominated locations
of the compared minutiae coincide, it is possibi the model will support a comparison as
being within-source even if it is not the case.afry case that includes poor clarity, such as
the case dealing with the mark in Figure 76, thengrer must be required to explain what

the features are that they have used and indicdteiimage where they are.
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Figure 77a Section of a marked latent Figure 77b Section of a marked latent
fingermark fingerprint

Figure 77 Example of a comparison of marked frictiolge features.

(http://onin.com/fp/fmiru/bumscchartlp.jpg, andgittonin.com/fp/fmiru/bumscchartrp.jpg)

In Figure 77a, the nominated features are not &blee seen and therefore it will be very
difficult for an examiner to satisfy a court of theatures’ existence. Figure 77b has a high
degree of clarity and the features are easy tocdassify and locate. If the examiner is not
able to satisfy their peers or a court of the unempal existence of their marked features, the

model should not be applied.

5.1.5 Variation in ridge structure

Minutiae were marked in accordance with Figurest@3®5. The variation that occurs
naturally within donors is such that classifiablige structure will vary, having an effect on
the marked minutiae locations. Figure 78shows ittked print from a donor that has
variations in the appearance of friction ridge egdi Figure 78b shows three instances of
ridge endings with variable appearance; Figure (@) shows a subsidiary ridge, which is a
lesser developed friction ridge. It is a permarsgnicture that can be used for identification;

however, its presence and length will be affectgddoce of the finger against the surface.
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Figure 78b (middle) shows a friction ridge with @péring end. Again, its length (the

termination of the ridge) will be affected by forokthe finger against the surface.

Figure 78b Variations of

Figure 78a Example of a fingerprint friction ridge endings

Figure 78 Example of a fingerprint with variatioofsfriction ridge endings.

Figure 78b (bottom) shows a friction ridge withaaumd end. It is expected that the location
of this will be relatively constant with variation$ force applied. The problem presented by
these variations is that no one rule for minutiasifoon nomination will adequately deal with

the variations that can occur, as the same arskitoican make an impression that varies in a

many of ways.
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5.1.6 Cases with few features

In a comparison of a fingermark and print, the fethe number of features marked the more
the functions describing the within- and betweeunrse probabilities (Figure 68) will
converge. This means that the fewer the numbésatfires marked, the less discriminating
and effective the model will be. Results from sgomparisons should be considered with

this in mind.

5.1.7 Use of close friction ridge detail

If the fingerprint examiner were to mark many velgse minutiae (at distances at less than
40 pixels), it could be expected that this willued the probability density calculated that the
comparison in within-source due to the errors iglammeasurement. If the nearest two
minutiae were to be no less than 40 pixels, thetiénegarding the actual closest, then close

third level detail locations could be marked andduis the model.

Figure 79a Section of a developed latent

mark from a palm Figure 79b Section of a print from a palm

Figure 79 Sections of a latent palm mark (Figura) @hd print (Figure 79b).

Note the pore openings (third level detail) seewlaite circular shapes within the friction
ridges. This is clearer in the print. These stres are likely to be much closer together than
will second level detail.
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Figure 79 shows a latent mark and the correspongifegence print, both showing clear pore

detail. Given that, the approximate distance betwfeiction ridges (at the scale examined in

this research) is 22 pixels, if the pores were marks features, there may be significant error
introduced.

These finer details have a better potential fouacteature positioning by an examiner than
second level detail, as they are inherently smdhan the actual friction ridge. Figure

80shows a fingermark with many subsidiary frictradges.

Figure 80 An image of a mark left by a thumb witHbsidiary friction ridges.

These smaller features have better potential fakimgia fingermark feature with an x and y
coordinate, on the basis that the size of the featusmaller.

These formations are considered as friction ridgasare incomplete in development. They
are lower in cross section and are lower and narothan normal friction ridges.

Consequently, they present as a smaller areaimgarmark and, therefore, the area in which
to locate the feature is smaller. The averagmmie between the marked locations in Figure

80is 26 pixels, the minimum 14 and the maximum B&lp. When the model is applied to
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the extracted data, given the 31 marked featuhes,ldgl0 of the probability density of

within-source is -122. Despite any potential ertbe returned value in this instance is a
clear indication of within-source support. In aai fingermark, there may also be more third
level detail available than second level detaihcokporation of a mechanism to measure
features beyond a specified distance may redude angr to an acceptable error. However,

this was not further considered in this research.

5.2 Assumptions

5.2.1 SKin stretch

The hypothesis includes the statement tRaiction ridged skin has a stretch limitatiorénd
the model is designed on that basis. It is assuimadthere is a limit as to how much skin
can stretch and that it will stretch consistentiyeérms of amount and direction for minutiae
that are close. On this basis, when the measwatdftbom compared close minutiae are not
similar within reasonable limits, they will be redad as less likely to have come from the

same source.

5.2.2 Proximal minutiae and amount of stretch variation

It is assumed that measurements taken from proxmnialitiae represent the least variation
that can occur. Based on that assumption, thadudpart the minutiae are, the more skin
there is between them and therefore more stretch @ositional variation can occur.
However, as shown in Figure 75, angle variatioless sensitive for minutiae that are further

apart, so they should possibly not be considered.
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5.2.3 Variations in distortion

It is assumed that the training data generated ftben within-source images will be
representative of all possible distortions of @én If the assumption of limited skin stretch
is correct, then it could be argued that the typdistortion occurring is irrelevant; skin can

only vary so much.

5.3 Discussion

5.3.1 Generic mean and covariance matrix elements
As mentioned in Chapter 4, the values containethéngeneric mean vector and covariance
matrix involve two considerations:

1. Are the values reasonably representative of theamynopulation? and

2. Do the values sufficiently discriminate within- abetween-source comparisons?
As a result of this research, two distributions @escribed that are representative of within-
and between-source cases. These were generateglihcase responses tested against the
generic within-source data, for varied numbers ofutiae. Clearly if the generic values are
“accurate” they will be more discriminating tharthiey were not. In any case, we can expect
that the within-source distribution will have legariance than between, as the between-
source, according to the discussed assumptionsieitirn data that has greater variance than
the within-source data. Regardless of accuradpisfmodel, we will have a within-source
distribution that is overlapped by a wider disttibn representing between-source. The
implication of this is that the use of a likelihocattio calculated from the probability density
that this model calculates, that the mark and grave come from the same source and the

probability density that the mark and print havenedrom different sources, will be limited.
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Ultimately, because there are only a small numlieradables used, the model will have a

limited ability to discriminate between within- am@tween-source comparisons. However,
the usefulness of the model is determined by tsnted purpose and, in this research, the
intention is to differentiate within- and betweeanisce comparisons as a test of an

examiner’s outcome.

5.3.2 Straight impressions in training data collection

The series of images that were used for within-s®udiata collection involved the acquisition
of the image of fingers placed straight on themriprior to any distortion movements being
performed. This was done on the basis that natealeloped latent fingermarks exhibit gross
distortion. The inclusion of these images will babhe effect of reducing the variance of

minutiae position.

Test cases against predicted within & between-source means

) T T T 1 . .
-10 $ N 10 20 30 40 Number of minutiae

== == within source
mean

@ Within-source All

o
o
/ ()
(]

Log10( probability density of the occurence)

110 - Linear (Within-
source All)
y =-4.106x - 26.487
R2=0.6167
-160 -
-210 -

Figure 81 Regression of within-source cases angrddicted within-source mean function.
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It could be expected that the slope of the witlonrse mean function (-4.864), as shown in
Figure 65, may actually be different if there warestraight impressions included; however,
a regression analysis of the within-source donamnp@ comparisons and the within-source
cases comparisons revealed a slope (-4.106) venlasito that of the within-source mean

function. Figure 81lillustrates the two slopes.

5.3.3 Interpretation of results

The model can be used to test a given comparisabtaming the differences in the angles
and distances between corresponding minutiae atidgehem against the generic mean and
covariance matrix. The probability density of lggiwithin-source for the case being
examined can be plotted against the within- and/éen-source functions according to how
many minutiae are compared. This will give an ¢ation of a measure of objective support
that can be given to the subjective and conclusiiteome of the human examiner.

The area above the slope representing the besscasario appears on the chart (Figure 54),
but it is impossible for an actual case to occerdgh This is so because it is not possible to
have any better match than an image compared vdtipkcation of itself.

The log10 of the probability density values thdk hielow approximately -350 will all appear
as -350, as the number formats in Matlab and MaftoSxcel cannot accommodate lesser

values.

If a case is plotted in the area between the withitd between-source functions, it is then
open to interpretation as to whether or not theckmion of within-source is supported.
Whilst in Chapter 4 the means and standard dewigfior the probability densities of within-
source were calculated for all cases, it can beodstrated that these distributions do not

necessarily distribute normally. Figure 67shows thstributions for all within-source
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comparisons with numbers of minutiae from 1 to 3@hilst there is some variance in the
degrees of normality, the variance increases olgjty with the increase in numbers of
minutiae. The “dots” below some of the box pldisws the presence of outlier cases. Figure
62shows the distributions for all between-souraagarisons with numbers of minutiae from
1 to 10. The line in Figures 62and 67 indicateapproximate slopes described by the mean
values. As the numbers of minutiae increase iurfeig2, the variance increases with an
increasing skew towards lower values. This is =bast with the plotting of the between-
source cases as shown in Figure 68, where mosteofdases are occurring below the mean

slope.

The distributions of the within- and between-soutata suggest a theoretical region between

them where the overlap is minimal.

We are able to test cases where there are mordesathpn those collected in this research,
using projections of the slopes for within- andvesn-source. It should be noted that these
are anticipated values. However, it is appareat, tdue to the contribution of additional
minutiae, the within- and between-source cases temiisperse further apart as the numbers
of minutiae compared increase. Therefore, it isumpeasonable to use such projected slopes

in testing cases.

Figure 82shows an overlay of Figures 62, 67 ance&8h scaled to indicate the range of data

used in this research, the variance of the traidaig, and the distributions of the within- and

between-source test cases.
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Test cases against predicted within & between source means
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Figure 82 Distributions of within- and between-smibox plots and test cases.

The result from a test case should be able to beigated. Given that the mean slope for
within-source is approximately -5 and that for fetween-source is approximately -12, the
result should be able to be estimated by multigjy@ach slope by the number of minutiae.
For example, if a case has 10 minutiae, an indinahat the comparison is correct should see
theloglO of the probability density in the vicinigpf -50, and an indication that the
comparison is incorrect should see the 1og10 optiebability density in the vicinity of -120.
The result of the test is represented by whereetsted case falls in relation to the within and
between-source slopes. If the result falls onbmva the within-source slope, it is a clear
indication of support for the proposition that ttmark and print have come from the same
person. If it falls on or below the between-souine, it is supporting the proposition that
the mark and the print have not come from the gaengon. Should the case fall between the
two slopes, there is room for speculation as toctvlproposition is supported. Common

sense would state that the closer slope is mavadgir supported; however, in the absence of
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data shown to be more representative of realityrastdbased on only one person, it may be

difficult to justify either way.

It should be noted that, in cases where thereasore for the model to fail, the examiner must
be able to explain what these reasons are. Swadome could include variation in surface
contour, excessive perspiration (or contaminant) tiog surface of the finger, lack of

definition in the developed latent fingermark, another reason that will undermine the

measurements involved.

5.4 Conclusion
The purpose of this research was to develop arciigetest of a fingerprint examiner’'s
conclusion that a fingermark and print have coroenfthe same source. This is based on the

hypothesis that

“Friction ridged skin has a stretch limitation; thefore, corresponding minutiae in

compared images of fingerprints will vary in thegtative positions within limits”.

The “limits” have been defined by the generic maad covariance matrix, and cases tested
against these. Considering the performance oirtbdel, in that it is able to differentiate
within- and between-source comparisons, it is aered that the hypothesis is supported and

the proof-of-concept achieved.

Given that there are, as discussed here, a nurhberitations, there is further work needs to

be done, and considerations must be borne in niitictimodel is used. The model can be
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used as a stand-alone test or be integrated intgp@oson software for the purpose of

providing information that will supplement examiseiindings.

There are limitations in the model for various mes however, the model is capable of
describing a metric summarizing a distance betwden within- and between-source
responses and therefore can contribute informatopplementing that of the human

examiner.

There can in nature be, according to theory, neatspof actual form (no two fingerprints the
same); however, it must be considered possible thade repeats of occurrences of
fingermark features from different sources, if ddased in the absence of all other features
and observations, could be incorrectly considesedoaning from the same source. Also, the
flaw of a model is that, in the absence of humantrdaution, it can misrepresent fact by not
considering all available information. This modetes a very small amount of the

information available, but is based on a legitimatgument (e.g.: skin stretch).

This model is not proposed to stand alone, butt @gsan independent and purely objective

test of an examiner’s opinion.

5.5 Further work
1. This research has been done to prove a concem.ddtia gathered is not assumed to
represent the variance that could be expected anptipulation. Further work to
establish regression functions using a ground tsdh of comparisons would be

advisable.
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2. Errors due to small distances may have an impathemata generated and the final
result. Additional research to associate the radveo minutiae that are not closer
than a defined value that minimises error to ardate=d level. This would allow the
inclusion of all third level detail, close or distain the mark-up, and the probability
density calculation. This would result in a greatamber of features to be plotted
with, in the case of fine third level detail, greraprecision in the locations marked.

3. This research is based on images of the same teso(@000DPI). There is a need
to develop a function that measures the path irelpixdescribed by all marked
minutiae, from the first, through each minutia mder to the last. If this is done in
both images and one path length divided by therptheacale factor will result that
will allow for the comparison of images of diffeteesolutions.

4. The values in the generic covariance matrix rely tbe images both being at
1000DPI. If the images are at different resolutiothe values for Qi and D2
need to change accordingly. If, however, the nremseants were taken and
represented as a percentage change and not [sgals, is no longer a concern, so

long as the images are of the same relative scale.
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7.Appendices

7.1 INI file

c:\test\camera_image_conversion.ini

Summary

The ini file existed as a repository for paths andstants used in scripts. The file is as
follows:

[file_locations]
camera_output="C:\test_in" where to collect new images from camera
V++_output="C:\test_out" folder to move images to after renaming

[scale_factor]
sFact=1.4 factor to overcome foreshortening

7.2 V++ Scripts

7.2.1 Process images

Summary

This script opens two images; a target and a neferanage. The reference image is affected
by nonlinear distortion. Both images contain “8Bagvhich mark locations in them that
correspond in terms of the “same” locations. Opeineages use the flags in the reference
image and are corrected (using the warp functi@ongetrically, to match the target image
flags. The process is to open the images, colirezr distortion in the Y direction (due to
foreshortening) and then the non-linear distortidrhe red component is extracted and the
image inverted and rotated, then saved.

Flags in V++ are represented by a cross on the enaygl their location is defined by
Cartesian coordinates. The function “getflags(ie)ageturns @xrarray of values where the
1% column (0) contains the values, the ¥ column (1) containy values, and each row

represents the flag). The flags are referenced in order frOro n-1.
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button btn_text,
var
img, ref, distort;
sFactor;
Coeff;
SrcPts ;
RefPts ;
const
/1 DPI scal eFact or =0. 2189; //
DPIscaleFactor=0.4378;// 1000DPI

'‘process images' ;

500DPI

begin

Chapter 7 — Appendices

place a button on the toolbar
define variables for script

start of script

sFactor:=val(ReadPrivatelniString(
'scale_factor' , 'sFact’" ));

if not imageExists( 'C:\test\ref grid.tif'

'C:\test\ref grid.tif' );

Getlmage( 'ref grid.tif' ,ref); minimize(ref);

if not imageExists( 'C:\test\resized mm grid.tif'
'C:\test\resized mm grid.tif' );

Getlmage( 'resized mm grid.tif’

RefPts ;= GetFlags(ref) ;
SrcPts:= getFlags(distort);

GetFirstimage(Img ) ;
while Isimage( Img ) do
begin
if (gethame(img)<>
begin
img:=zoomby(img,1,sFactor);
if isnull(SrcPts) then writeln(
if isnull(RefPts) then writeln(
Coeff := SolveWarp( SrcPts,RefPts,3) ;
Img := Warp( Img,Coeff ) ;
img := Rotate90( img,1) ;

'resized mm grid'

img:=zoomto(img,integer(getxsize(img)*DPIlscaleFacto

mg)*DPIscaleFactor));

img := Red(img) ;

img := notimg ;

SetDisplayMode( img,dm_Histogram ) ;
ShowFullFrame(img ) ;

save(img,
images\lateral forward\'

end;

free(img);

GetNextlmage(Img) ;
end;

end

‘c:\test\camera_image_conversion.ini' ,

) and (getname(img)<>

'srcpts’
'RefPts'

tif!
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);
);

) then OpenTodesktop(

);

open distortion target image
) then OpenTodesktop(

,distort); minimize(distort);

open distortion reference image

get flag locations for the reference
get flag locations for the target

process each fingerprint image open

ref grid’ )then
resize image in y dim by sFactor
check for presence of flags

correct non-linear distortion
rotate image 90 degrees
r),integer(getysize(i

scale to 1000 DPI

extract red component only

tonally invert image

contrast image by histogram range
fit image to screen (display only)

'H:\masters\data collection\image data\within sourc e
+getname(img)+

save image

free the image variable for re-use
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7.2.2 Get NAFIS sub images

Summary

This script takes a captured AFIS screen contaithegresult of a AFIS search. It contains
two images; a search image and a candidate thaiRHe has nominated as possible being
from the same source. The image is flipped hotedbnas all images captured in this project
are reversed, due to the image capture in the priBoth images are extracted from the

screen images, resized to 1000 DPI and saved.

but t on btn_text, 'get sub images' ;
var

Img,Img1,Img2, copy ;

begi n
GetActivelmage(Img) ; get the active image
copy:=img; make a copy of the image
copy := ZoomBy(copy, 1.97 ,1.97 ); resize to 1000 DPI
copy := Reflect( copy,ref Horiz) ; mirror the image horizontally
imgl:= copy[ 179.. 1340, 251.. 1530]; extract a section (candidate print)
show(imgl,getname(img)+ b ),
save(imgl, 'H:\masters\data collection\image data\between-sour ce
images\searches based on comber scan\' +getname(imgl)+ “tif' );
save candidate image
img2:= copy[ 1359.. 2520, 251.. 1530]; extract a section (search print)
show(img2,getname(img)+ wo);
save(img2, 'H:\masters\data collection\image data\between-sour ce
images\searches based on comber scan\' +getname(img2)+ “tif' );
save search image
delete(img); delete images
delete(imgl);
delete(img2);
free(copy);
end
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7.2.3 Create Distance Map

Summary

This script takes creates an image whose pixelegadue derived from the order of all flags
(0 to n-1) in an image. This is discussed in Céiaptand is shown in Figure 28. The script
creates a square image of sides the size equbktaumber of flags placed on the image.
The script creates a temporary image “pointdisdt thill contain all of the distances between
each flag to all other flags. A rowin pointdist contains the distances from fla¢p all
other flags. Each row is extracted and sorted fremmallest value to largest, thereby
indicating which flags are closest to the flag westion. This row is assigned to a variable
“sorted”. Another image “ordereddist” is creatadoi which all the “sorted” rows are
inserted. The left most value in each row of oeddist contains the sequential number (0 to
n-1) of the flags and the other values in the rowstain the other flags numbers in order of

closest most distant. In V++, any functions orgagures exist before the start of the script.

but t on btn_text, ‘create distance map'

var
img,copyimg;

flags;

ij,p.f;

al,az;
pointdist,ordereddist,sorted,;
temp, numpts;

ed;

pr ocedur e sortvalues(values); sort the distances for extracted row
var define variables for procedure
mx,mn,a,b,mark;

begi n

sorted:=byte(values-values);
mx:=maxof(values)+  1;

for a:= Ot o getxsize(values)- 1ldo conduct a bubble sort
begi n
mn:=mx;
mark:=getxsize(values)- 1;
for b:= Ot o getxsize(values)- 1ldo
begi n
i f values[b, O]<mn then
begi n
mn:=values[b, 0];
mark:=b;
end;
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end;

sorted[a, OJ]:=mark;
values[mark,  0]:=mx;
end;

end;

begi n
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start of script

f:=pi/  180;
getactiveimage(img);

flags:=getflags(img);
i f getysize(flags)< 1t hen halt(  'no flags marked'
pointdist:=Createimage( typ_single,getysize(flags)

ordereddist:=CreateArray( typ_single,getysize(flags

for ;= Ot o getysize(flags)- 1ldo
begi n
for i:= Ot o getysize(flags)- 1ldo
begi n
pointdist[j,i]:=sqrt(sqr(flags[ 0,j]-flags[
flags[ 1.0));
end;
end;
for i:= Ot o getysize(flags)- 1ldo
begi n
writestatus( 'Sorting..." +str((getysize(flags)-

temp:=pointdist[..,i];

sortvalues(temp);

ordereddist][..,i]:=sorted;

end;

show(ordereddist,
free(pointdist);
free(ordereddist);
free(img);
free(copyimg);
end.

'distances’ );
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, getysize(flags) ) ;
create pointdist image

), getysize(flags) ) ;
create ordereddist image

fill pointdist with distance values

0,i])+sqr(flags| 1,j]-

fill ordereddist with distance values

1)-)+ 'togo' );
extract row from pointdist
order values
place ordeded row into ordereddist

show ordereddist on desktop
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7.2.4 get 2 coords for 10 minutiae matlab output training data

Summary

This script generates training data from a refezeimcage and a selection of images of
fingerprints with induced distortion. Measuremeats taken for D1, D2 and A for the
reference image and then all other images. Therafithe minutiae measured is determined
by a distance map “distances” which needs to bergésd from the reference image before
running this script. The measurements are outpant“editor” which is a plain text window
that can be edited, cut, copied and pasted to. eliiter contents are finally copied to the
Windows clipboard for pasting into Excel if requreand also saved as comma separated

values. The CSV file is later opened by Matlabtfa calculation of means and covariances.

but t on btn_text, 'get nearest 2 coords' ;

var
img,copyimg,ref;

flagsimg;

L

ordereddist, orderedlist;

temp, numpts, nextPt;

ed;

D1,D2,A1,A2,Adiff;

intX,intY;

dist, new, closex, closey, flagnum;
meanx, meany;

pr ocedur e getCentroid; procedure to loc ate centroid x and y
begi n
i f getysize(img)>getxsize(img) t hen dist:=getysize(img) el se
dist:=getxsize(img);
for i:= Ot o getysize(flagsimg)- 1ldo
begi n
meanx:=meanx-+flagsimg[ 0,i];
meany:=meany-+flagsimg[ 1,i];
end;
meanx:=integer(meanx/getysize(flagsimg));
meany:=integer(meany/getysize(flagsimg));
end;

pr ocedur e getNearestMinutia; procedure to loc ate central minutia
begi n
for i:= Ot o getysize(flagsimg)- 1do
begin
new:=sqrt(sqr(flagsimg[ 0,i]-meanx)+sqr(flagsimg|[ 1,i]-meany));
i f new<dist then
begin
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dist:=new;
flagnum:=i;
end;
end;
writeln( '‘Centroid minutia is ' ;+str(flagnum));
write centroid minutiae to text editor
end;
functi on getangle(x1,y1,x2,y2); function to return an angle
var
retValue;
dist1,dist2;
begi n
distl:=single(abs(x1-x2)); i f distl= Ot hendistl:= 1;
dist2:=single(abs(y1-y2));
i f ((x1=x2) and (y1>y2)) t hen conditions determining outcome
retValue:=arctan(dist2/dist1)/(pi/ 180)
el se
i f ((x1<x2) and (y1>y2)) t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
el se
i f ((x1<x2) and (yl=y2)) t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
el se
i f ((x1<x2) and (yl<y2)) t hen retvalue:;=  360-
(arctan(dist2/dist1)/(pi/ 180))
el se
i f ((x1=x2) and (yl<y2)) t hen retvalue:= 360-
(arctan(dist2/dist1)/(pi/ 180))
el se
i f ((x1>x2) and (yl<y2)) t hen
retValue:= 180 +(arctan(dist2/dist1)/(pi/ 180))
el se
i f ((x1>x2) and (yl=y2)) t hen
retValue:= 180 +(arctan(dist2/dist1)/(pi/ 180))
el se
i f ((x1>x2) and (y1>y2)) t hen retvalue:= 180-
(arctan(dist2/dist1)/(pi/ 180))
el se

i f ((x1=x2) and (yl=y2)) t hen retvalue:=  0;
getangle:=retValue;

end;
pr ocedur e measure; determine D1, D2 and A for minutiae
begi n
for jj= 0Oto9do
begin
D1:=integer(sqrt(sqr(flagsimg[ 0,orderedlist[j]]-
flagsimg[  0,ordereddist[ 1,orderedlist[j]]D+
sqr(flagsimg[ 1,orderedlist(j]]-
flagsimg[ 1,ordereddist] 1,orderedlist[j]ID));
write(ed,D1, A
D2:=integer(sqrt(sqr(flagsimg[ 0,orderedlist[j]]-
flagsimg[ 0,ordereddist] 2,orderedlist[j]]])+
sqr(flagsimg[ 1,orderedlist(j]]-
flagsimg[  1,ordereddist] 2,orderedlist[j]l)));
write(ed,D2, D
Al:=integer(getangle(flagsimg[ 0,orderedlist[j]],
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flagsimg[
flagsimg|
flagsimg|
A2:=integer(getangle(flagsimg|[
flagsimg[
flagsimg|
flagsimg(

ADiff:=abs(A1-A2);

i f ADiff> 180t hen ADiff:=
write(ed,ADiff, A
end;

writeln(ed);

end;

begi n

1,orderedlist[j]],

0,ordereddist[
1,ordereddist]
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1,orderedlist[j]]],
1,orderedlist[jJ]));

0,orderedlist][j]],

1,orderedlist[j]],

0,ordereddist[
1,ordereddist]

360 -ADiff;

2,orderedlist[j]]],
2 ,orderedlist[j]]])):

start of script

selectimage(  'get reference image'
flagsimg:=getflags(img);
getimage( 'distances' ,ordereddist);
meanx:= 0; meany:= O;

getCentroid,;

getNearestMinutia;
orderedlist:=integer(ordereddist|

ed:=createEditor( 'training data for '
for ii= 1tol0do
begi n
write(ed,
end;
writeln(ed);

‘M’ +str()+ DI’

measure;
delete(img);
free(img);

selectimage(

whi | e Isimage( Img )

begi n
writeln(getname(img));
flagsimg:=getflags(img);
measure;

'get next image'
do

delete(img);

free(img);

selectimage(
end;

‘get next image'

copyToClipboard(ed);
writestatus( ")
free(ordereddist);
free(img);

delete(orderedlist);

,img);

0.. 9,flagnum]);

+getname(img),

,'M" +str(i)+

,Img);

,Img);
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‘D2

select reference image

get distances image

determine centroid point

get nearest minutia to centroid

800, 0, 1000, 500);
create editor to receive values

write text output header
M ostr(iy+ AT L),

measure D1,D2 and A for reference

select distorted image

measure D1,D2 and A for all images
delete selected image

free variable for re-use
select next distorted image

copy editor content to clipboard
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save(ed, 'C:\Documents and Settings\BC\Desktop\values2.csv' );

save editor as csv file

end.
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7.2.5 get 2 coords for all minutiae matlab output training data2

Summary

This script generates data from a reference image tested against data from a compared
candidate image. Measurements are taken for DRMA2A. The order of the minutiae
measured is determined by a distance map “distamdesh needs to be generated from the
reference image before running this script. Thasuoeements are output to an editor. The
CSV file is later opened by Matlab for the calcidatprobability density that the compared

images are from the same source.

but t on btn_text, 'get number coords training' ;

var
img,copyimg,ref;

flagsimg, numFlags;

ij,K;

ordereddist, orderedlist;

temp, numpts, nextPt;

ed;

D1,D2,A1,A2,Adiff;

intX,intY;

dist, new, closex, closey, flagnum;
meanx, meany;

name;

pr ocedur e getCentroid;

begi n
i f getysize(img)>getxsize(img) t hen dist:=getysize(img) el se
dist:=getxsize(img);
for i:= Ot o getysize(flagsimg)- 1ldo
begin
meanx:=meanx+flagsimg[ 0,i];
meany:=meany+flagsimg[ 1,i];
end;

meanx:=integer(meanx/getysize(flagsimg));
meany:=integer(meany/getysize(flagsimg));
end;

pr ocedur e getNearestMinutia;

begin
for i:= Ot o getysize(flagsimg)- 1ldo
begi n
new:=sqrt(sqgr(flagsimg[ 0,i]-meanx)+sqr(flagsimg|[ 1,i]-
meany));

i f new<dist then

begin
dist:=new;
flagnum:=i;

end;
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end;
writeln(
end;

functi on getangle(x1,y1,x2,y2);
var
retValue;
distl,dist2;
begi n
distl:=single(abs(x1-x2));
dist2:=single(abs(y1-y2));

i f ((x1=x2) and (y1>y2))

el se

i f ((x1<x2) and (y1>y2))

el se

i f ((x1<x2) and (yl=y2))

el se

i f ((x1<x2) and (yl<y2))
(arctan(dist2/dist1)/(pi/ 180))

el se

i f ((x1=x2) and (yl<y2))
(arctan(dist2/dist1)/(pi/ 180))

el se

i f ((x1>x2) and (yl<y2))
retValue:= 180 +(arctan(dist2/dist1)/(pi/

el se

i f ((x1>x2) and (yl=y2))
retValue:= 180 +(arctan(dist2/dist1)/(pi/

el se

i f ((x1>x2) and (y1>y2))
(arctan(dist2/dist1)/(pi/ 180))

el se

i f ((x1=x2) and (yl=y2))
getangle:=retValue;

end;

procedur e measure
begin

for j= 1ldo
begi n

D1:=integer(sqrt(sqr(flagsimg[

Ot o numpts-

flagsimg[ 0,ordereddist]
sqr(flagsimg[
flagsimg[ 1,ordereddist] 1,
write(ed,D1, D

D2:=integer(sqrt(sqr(flagsimg[

flagsimg[ 0,ordereddist]
sqr(flagsimg[

flagsimg[ 1,ordereddist]
write(ed,D2, A

Al:=integer(getangle(flagsimg[

flagsimg[
flagsimg| 0,ordereddist[
flagsimg| 1,ordereddist|

'Centroid minutia is '
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;+str(flagnum));;

i f distl= Ot hendistl:= 1;
t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
t hen retValue:= 360-
t hen retvValue:= 360-
t hen
180))
t hen
180))
t hen retvValue:= 180-
t hen retValue:= 0

0,orderedlist[j]]-

1,orderedlist[j]]])+

1,orderedlist[j]]-

rderedlist[j]]])));

0,orderedlist[j]]-

2 ,orderedlist[j]]])+

1,orderedlist(j]]-

2,orderedlist[j])));

0,orderedlist[j]],
1,orderedlist[j]],
1,orderedlist[j]]],
1,orderedlist[j]]]));
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A2:=integer(getangle(flagsimg|[ 0,orderedlist[j]],
flagsimg[ 1,orderedlist[j]],
flagsimg| 0,ordereddist[ 2 ,orderedlist[j]]],
flagsimg| 1,ordereddist| 2,orderedlist[j]I1));

ADiff:=abs(A1-A2);

i f ADiff> 180t hen ADiff:=  360-ADiff;
write(ed,ADiff, PR

end;

writeln(ed);

end;

begi n start of script

selectimage(  'get reference image' ,img);

name:=getname(img); select known image to measure
flagsimg:=getflags(img);

k:=getysize(flagsimg); get number of flags

getimage( 'distances' ,ordereddist); get distance map
meanx:= 0; meany:= O;

getCentroid,;

getNearestMinutia;

orderedlist:=integer(ordereddist| 0..k- 1,flagnum]);

f or numpts := ltok do write text output header
begi n
ed:=createEditor( 'training data for ' +getname(img)+ '' +str(numpts)+
minutiae' , 800, 0, 1000, 500);
for k= 1tonumpts do
begi n
write(ed, ‘M +str(i)+ ‘D1 ') 'M'o4str()+ 'D2' ) M o4str(i)+ A L))
end;
writeln(ed);
measure; measure and write D1,D2 and A
save(ed, 'C:\Documents and Settings\Administrator\Desktop\da ta\' +name+'
" +str(numpts)+ ' minutiae.csv' ); save editor as csv file
delete(ed);
end;

end.
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7.2.6 get 2 coords for all minutiae matlab output training data2 test case

Summary

This script generates data from a candidate imadpe ttested against data from a compared
reference image. Measurements are taken for D1amPRA. The order of the minutiae
measured is determined by the same distance meagtafides” that was used in the
measurement of the reference image. The measutem@enoutput to an editor. The CSV
file is later opened by Matlab for the calculatfgmobability density that the compared images

are from the same source.

but t on btn_text, 'get number coords test' ;

var
img,copyimg,ref;

flagsimg, numFlags;

ij,K;

ordereddist, orderedlist;

temp, numpts, nextPt;

ed;

D1,D2,A1,A2,Adiff;

intx,intY;

dist, new, closex, closey, flagnum;
meanx, meany;

name;

pr ocedur e getCentroid;

begi n
i f getysize(img)>getxsize(img) t hen dist:=getysize(img) el se
dist:=getxsize(img);
for i:= Ot o getysize(flagsimg)- 1ldo
begin
meanx:=meanx+flagsimg[ 0,i];
meany:=meany+flagsimg[ 1,i];
end;

meanx:=integer(meanx/getysize(flagsimg));
meany:=integer(meany/getysize(flagsimg));
end;

pr ocedur e getNearestMinutia;

begin
for i:= Ot o getysize(flagsimg)- 1do
begi n
new:=sqrt(sqr(flagsimg[ 0,i]-meanx)+sqr(flagsimg|[ 1,i]-
meany));

i f new<dist then

begin
dist:=new;
flagnum:=i;
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end;
end;
end;

functi on getangle(x1,y1,x2,y2);
var
retValue;
distl,dist2;
begi n
distl:=single(abs(x1-x2));
dist2:=single(abs(y1-y2));

i f ((x1=x2) and (y1>y2))

el se

i f ((x1<x2) and (y1>y2))

el se

i f ((x1<x2) and (yl=y2))

el se

i f ((x1<x2) and (yl<y2))
(arctan(dist2/dist1)/(pi/ 180))

el se

i f ((x1=x2) and (yl<y2))
(arctan(dist2/dist1)/(pi/ 180))

el se

i f ((x1>x2) and (yl<y2))
retValue:= 180 +(arctan(dist2/dist1)/(pi/

el se

i f ((x1>x2) and (yl=y2))
retValue:= 180 +(arctan(dist2/dist1)/(pi/

el se

i f ((x1>x2) and (y1>y2))
(arctan(dist2/dist1)/(pi/ 180))

el se
i f ((x1=x2) and (yl=y2))

getangle:=retValue;
end;

pr ocedur e measure;
begi n
for j= 1ldo

begin

D1:=integer(sqrt(sqr(flagsimg[

Ot o numpts-

flagsimg[  0,ordereddist]
sqr(flagsimg[

flagsimg[ 1,ordereddist]
write(ed,D1, A

D2:=integer(sqrt(sqr(flagsimg[

flagsimg[ 0,ordereddist]
sqr(flagsimg(
flagsimg[  1,ordereddist] 2,
write(ed,D2, )

Al:=integer(getangle(flagsimg|[

flagsimg[
flagsimg| 0,ordereddist[
flagsimg| 1,ordereddist|
A2:=integer(getangle(flagsimg|[
flagsimg[
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i f distl= Ot hendistl:= 1;
t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
t hen retValue:=arctan(dist2/dist1)/(pi/ 180)
t hen retValue:= 360-
t hen retvValue:= 360-
t hen
180))
t hen
180))
t hen retvalue:;=  180-
t hen retValue:= 0;

0,orderedlist[j]]-

1,orderedlist[j]]])+

1,orderedlist(j]]-

1,orderedlist[j]])));

0,orderedlist[j]]-

2 ,orderedlist[j]]])+

1,orderedlist(j]]-

rderedlist[j]])));

0,orderedlist[j]],
1,orderedlist[j]],
1,orderedlist[j]]],
1,orderedlist[j]]]));
0,orderedlist[j]],
1,orderedlist[j]],
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flagsimg| 0,ordereddist[ 2,orderedlist[j]]],
flagsimg| 1,ordereddist| 2,orderedlist[j]I]);
ADiff:=abs(A1-A2);
i f ADiff> 180t hen ADiff:= 360 -ADiff;

write(ed,ADiff, PR
end;
writeln(ed);
end;
begi n start of script
selectimage(  'which image' ,img); select candidate image to measure

flagsimg:=getflags(img);
numFlags:=getysize(flagsimg);
k:=numFlags;

getimage( ‘'distances' ,ordereddist); get distance map
meanx:= 0; meany:= O;
getnumber( 'Centroid minutia?' [flagnum); query user for centroid minutia
orderedlist:=integer(ordereddist| 0..k- 1,flagnum]);
f or numpts ;= ltok do write text output header
begi n
ed:=createEditor( 'test case ' +getname(img)+ '' +str(numpts)+
minutiae' , 800, 0, 1000, 500);
for ii= 1tonumpts do
begi n
write(ed, ‘™M +str(i)+ ‘D1, M 4str()+ D2 L M st AT ),
end;
writeln(ed);
measure; measure and write D1,D2 and A
save(ed, 'C:\Documents and Settings\Administrator\Desktop\da taltest case

' +getname(img)+ +str(hnumpts)+ ' minutiae.csv' );

save editor as csv file
delete(ed);
end;

end.
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7.2.7 Draw numbers for flags
Summary
This script places a red number on an image whélagds. The flags are numbered in the

order that they have been placed; the first flagioered0 and the last numberedl.

Square_palette.tif is a 3x256 ramp image with valgeing from 0 to 255 representing the
changes from black to white in the three RGB chmng&his is used to create a false colour
table for an RGB image. The first row has valugs,2,0 which creates the colour red for all
pixels in an image to which the table is applié@dt thave the real value of 0. With the table
applied, the numbers in the image appear red. vahee of 1 is added to the image so that
only the numbers will appear red. This has no chpa the data as the measurements are

taken from the flag locations irrespective of tireepvalues.

butt on btn_Text, ‘draw numbers for flags'
var

img;

nf,nc;

flags,Pall;

copy,temp,letter_img;

const

path= 'C:\Program Files\Digital Optics\V++\Executable\set tings.ini'

chrx= 16; x dimension of number image
chry= 26; y dimension of number image

begi n
getactiveimage(img);
i f typeof(img)=typ_rgb t hen copy := Intensity( img,cm_XYZ ) ;
i f isfloat(img) t hen convert image to 8 bit greyscale
begi n
copy:=img-minof(img);
copy:=copy/maxof(copy);
copy:=copy* 255;
converttype(copy,typ_byte);
end;
i f isnull(copy) t hen copy:=img;
copy:=copy+ 1,

flags:=getflags(img);
i f getysize(flags)= Ot hen halt( 'no flags' );
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loop over all flags

for nf:= 0t o getysize(flags)- 1ldo/ / nunber of fl ags
begi n
build number image for flag
for nc:= 1t o length(str(nf)) do// number of characters in flag nunber
begi n
temp:=copy[flags| 0,nf]+(chrx*(nc- 1))..(flags[ 0,nf]+(chrx*(nc-

D))+chrx-  1,flags[ 1,nf]- 12..(flags[ 1,nf]l+chry- 1)- 12];
Open(  'C:\Program Files\Digital

Optics\V++\scripts\CHARS\' +ExtractStr(str(nf),nc, 1)+ tif Jetter_imgq) ;
temp:=temp*(letter_img< 128);
copy[flags[ 0,nf]+(chrx*(nc- 1))..(flags[ 0,nf]+(chrx*(nc- 1)))+chrx-

1,flags[ 1,nf]- 12..(flags[ 1,nf]l+chry- 1)- 12]:=temp;
insert built number into the image
end;
end;

show(copy, ‘copy with flag number’ );

copy:=copy+ 1; add the value of 1 to the image
Open( 'C:\Program Files\Digital

Optics\V++\Executable\square_palette.tif' Pall);

SetPalette( copy,Pall) ; set palette to make numbers red
createdisplayimage(copy); create a copy to save
Free(Pall);

delete(copy);

end
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7.2.8 Acquire image of finger for pressure test

Summary

This script processes images for friction ridgetaoharea measurement. The images are
corrected for systemic distortion and then nornealiby contrasting over the dynamic range
for a byte image. The image is finally thresholdedhe value of 127, making all values less
than 127 black (value 0) and those equal to or @lhite (value 1) and making the image of

a binary type. This type of image is suitabledbject analysis.

var
img, ref, distort;
sFactor;
Coeff ;
SrcPts ;
RefPts ;

const
/1 DPl scal eFact or=0.2189;// 500DPI
DPIscaleFactor=  0.4378 ;// 1000DPI

begi n
sFactor:=val(ReadPrivatelniString( 'c:\test\camera_image_conversion.ini' ,
'scale_factor' , 'sFact" )); get scale factor value
i f not imageExists(  'C:\test\ref grid.tif' ) then OpenTodesktop( 'C:\test\ref
grid.tif' ); open distortion target image
Getlmage( 'ref grid.tif' ,ref); minimize(ref);
i f not imageExists(  'C:\test\resized mm grid.tif’ ) then OpenTodesktop(
'C:\test\resized mm grid.tif' ); open distortion reference image
Getlmage( 'resized mm grid.tif' ,distort); minimize(distort);

RefPts := GetFlags( ref) ;
SrcPts:= getFlags(distort);

GetFirstimage(Img ) ; process each fingerprint image open
whi | e Isimage( Img ) do
begi n
i f (gethame(img)<>  'resized mm grid' ) and (getname(img)<>  'ref grid' )t hen
begi n
img:=zoomby(img,  1,sFactor);
i f isnull(SrcPts) t hen writeln( 'srcpts'  );
i f isnull(RefPts) t hen writeln( 'RefPts' );
Coeff := SolveWarp( SrcPts,RefPts, 3);
Img := Warp( Img,Coeff) ; correct non-linear distortion
img := Rotate90( img, 1); rotate image 90 degrees
img:=zoomto(img,integer(getxsize(img)*DPIscaleFact or),integer(getysize(i

mg)*DPlscaleFactor));
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scale to 1000 DPI
img := Red(img) ; extract red component only
ShowFullFrame(img ) ;
img:=img-minof(img);
img:=img*(single( 255)/maxof(img)); contrast image over dynamic range
converttype(img,typ_byte);
SetDisplayMode( img,dm_Full ) ;

img := (img >= 127 ); threshold the image at value 127
save(img, 'H:\masters\data collection\pressure\100 to 5600

1000DPI\' +getname(img)+ “tif' ); save image
end;
free(img); free the image variable for re-use
GetNextlmage(Img) ;

end;

delete( ref);

delete( distort) ;

writeinfo( '‘Complete’ );
end
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7.2.9 get finger contact area

Summary

This script takes a pre-processed image and césutmntact area. This is done by busing
the “Analyzelmage”  function, which makes many measurements of eadte Jih this case)
object. One of these measurements is area. Haefar each white object in the image is
measured and a total area accumulated. As the whits of the image constitute contact of

the friction ridges, the summed area is represeetaf the contact area.

button btn_text,'get area’;
var
Img,Obj ;
L
area;
begin
GetActivelmage(Img) ;
Obj := Analyzelmage( Img,Img,obj_White ) ;
measure all white objects in image

area:=0;
for i:=0 to getysize(obj)-1 do accumulate all object areas
begin
area:=area+obj[obj_area,i];
end;
writeln(getname(img)," ',area); output to text the total area
end
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7.2.10 move random direction fixed amount

Summary

This script copies an image containing flags angbsdions the flags up to a specified
distance from their initial location. The usewiseried for a change of distance and then the
flags are reset in a “random” direction, accordioga random value being generated. If the
value generated is less than 0.5 for xheordinate, then the distance moved is subtracted
from thex coordinate of the flag, otherwise the distancadded to thex coordinate value.
The same is applied to thecoordinate. This script is used to generate aagenthat
simulates a carelessly marked comparison, for thpgse of seeing what effect there is on

the calculated probability density.

but t on btn_text, 'move flags random' ;
var

img, copy;

flags;

iy

Xy, dist;

begi n

getactiveimage(img);

copy:=img; duplicate image

getnumber( 'move flags by how much?' Jdist); query user — how much movement?

show(copy,getname(img)+ "' +str(dist)); show duplicate of image and rename
flags:=getflags(img);

for i:= Ot o getysize(flags)- 1ldo loop over all flags
begi n
x:=random; get random x movement value
y:=random; get random y movement value

i f x> 0.5t hen x:=flags[ 0,i]+dist el se x:=flags[ 0,i]-dist;
i f y>0.5then y:=flags| 1,i]+dist el se y:=flags[ 1,i]-dist;
setflag(copy,x,y); set the flag on the new image
end;
end
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7.2.11 move one flag

Summary

This script copies an image containing flags angbsdions one flag up to a specified
distance from its initial location. The directiohthe movement is determined by the random
number generated as per the previous script.

This script is used to generate an image that sit@sila carelessly marked comparison, for
the purpose of seeing the effect on the calculptetability density of one poorly marked

minutia.

but t on btn_text, 'move one flag'
var

img, copy;

flags;

s

X,y,num;

const
dist= 10; flag movement is a set constant

begi n
getactiveimage(img);
copy:=img;
flags:=getflags(img);
getnumber( ‘which flag (' +str(getysize(flags))+ 1?' ,num);
user nominates which flag to move
show(copy,getname(img)+ "'o+str(num)+ ' +str(dist));

for i:= Ot o getysize(flags)- 1ldo
begi n
x:=random;
y:=random;
i f i=num then
begi n
i f x> 0.5t hen x:=flags[ 0,i]+dist el se x:=flags[ 0,i]-dist;
i f y>0.5then y:=flags| 1,i]+dist el se y:=flags[ 1,i]-dist;;
end
el se
begi n
x:=flags| 0,i];
y:=flags| 1,i];
end;
setflag(copy,x,y);
end;
end
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7.2.12 swap two flags

Summary

This script copies an image containing flags anqubséions two specified flags by swapping
their x andy coordinates. This script is used to generataregée that simulates comparison
where not all of the minutiae are marked in the esamder, for the purpose of seeing what
effect there is on the calculated probabilitydgnsiin this instance only two minutiae have

been marked in the wrong order.

but t on btn_text, 'swap two flags' ;
var

img, copy;

flags;

LJ;

x1,y1,x2,y2,numl,numz;

const
dist= 10;
begi n
getactiveimage(img);
copy:=img;
flags:=getflags(img);
getnumber( ‘first flag?' ,num1l); which 1% flag to swap
getnumber( 'second flag?' ,num2); which Z“dﬂag to swap
xl:=flags[  0,numl]; yl:=flags| 1,numl]; x2:=flags| 0,num2]; y2:=flags[ 1,num2]j;
show(copy,getname(img)+ "' +str(numl)+ ' swapped with ' +str(hum?2));
for i:= Ot o getysize(flags)- 1ldo

begi n

i f i=numl then if 1* flag then swap

begi n

setflag(copy.flags| 0,num?2],flags| 1,num2));

end

el se

i f i=num2 then if 2" flag then swap

begi n

setflag(copy,flags| 0,num1],flags| 1,num1));

end

el se

begi n

end;

setflag(copy,flags| 0,i],flags| 1,i]);

end;
end
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7.3 Matlab scripts

7.3.1 csv input from V++ 2 no abs_18 values

Summary

This script opens the CSV file for a finger contlaghmeasured reference and distorted image
data. The values in the second to the last ronsabéracted from the first row (reference
data) to form an array containing the differencethe data between all distorted images and
the reference image. The difference values aré tosealculate and output as XLS files, the

covariance, mean and difference of the values.

data=xlIsread( 'BC_RI ref.csv' ); read csv file
% get diferences between first and all other rows.. .then get the means
temp=data(1,:)-data(2,:); assign differences to “temp”
diffData=temp;
for i=3:19
temp=data(1,:)-data(i,:); assign more differences to “temp”
diffData=cat(1,diffData,temp); accumulate differences in “diffData”
end
mu=mean(diffData)’; % produces 30x1 mean calculate mean vector
sigma=eye(30); % produces 30x30 cov matrix create 30x30 identity matrix
for i=1:10; % 10 steps of three
a=(i*3)-2; % eg: from 1to 3, 4 to 6, etc
b=i*3;
fill matrix with covariance values

tempData=diffData(:,a:a+2); % fill the identity matrix diagonal values
first

tempCov=cov(tempData); % for each diagonal group of 3x3

sigma(a,a)=tempCov(1,1);
sigma(a+1,a+1)=tempCov(2,2);
sigma(a+2,a+2)=tempCov(3,3);

end

xlswrite(  'sigma 18' ,sigma) save covariance matrix
xlswrite( 'mu 18" ,mu) save mean vector
xlswrite(  ‘'diffData no abs 18' ,diff Data) save difference data

178



Chapter 7 — Appendices

7.3.2 all minutiae data input from max minutiae file 18

Summary

This script opens CSV files containing measured fl@m two images purporting to contain
images from the same source. The names of the @&/and the number of minutiae
marked are entered into the script before runniAggeneric covariance matrix and a mean
vector are then created for the number of minutieeked. Differences between the data
from the two opened CSV files are then calculatedotm a test vector “diff”. The test
vector is then tested against the generic mearovectd covariance matrix to calculate the

probabilitydensity of the two images being fromhintsource.

numMin=17; % number of minutiae enter the number of minutiae
caselname= 'section of 18 latent 17 minutiae.csv' % within source
known print image CSV file
case2name= 'test case section of 18 17 minutiae.csv' % between-source
candidate print image CSV file
casel=xIsread(caselname)’ open both CSV files

case2=xlIsread(case2name)’;

for j=1:numMin loop for the number of minutiae
cl=casel(1:j*3);
c2=case2(1:j*3);
sigma=eye(j*3); create an identity matrix to populate
for i=1;;
a=(i*3)-2;
assign generic values to the leading diagonal
temp=[19.43193 0 0; 0 19.43193 0; 0 0 52.69997] ;
sigma(a,a)=temp(1,1);
sigma(a+1,a+1)=temp(2,2);
sigma(a+2,a+2)=temp(3,3);
end
m=[0;0;0]; create a mean vector of zeros
mu=m;
for i=1:(j)-1 % produces 30x1 mean
mu=cat(1,mu,m);
end

diff=c1-c2; calculate the difference values

%j

psame=mvnpdf(diff, mu,sigma) test difference values against generic mean and covariance
“psame” = probability density of known and candidate images being

within-source

end
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7.4.0 Data

7.4.1 Sample marked image and coordinate data collected

minutiae X y
number  coordinate coordinate
0 344 542
1 360 584
2 327 588
3 287 585
4 234 562
5 154 688
6 117 464
7 264 370
8 241 347
9 284 322
10 337 330
11 228 288
12 311 294
13 175 812
14 274 710
15 284 828
16 380 797
17 390 768
18 321 682
19 410 490
20 455 464
21 577 462
22 492 667
23 475 741

Left index reference image and the marked
minutiae numbered. The marked minutiae are to Coordinates of the marked minutiae
the immediate left of the number.

The left index finger reference image with markedutiae and the Cartesian coordinates of
the minutiae as marked.
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7.4.2 Sample distance map and values

Minutiae Nearest minutia in order of nearest to furthest
number

1 2 3 4 5 6 7 8 0 11 12 13 14 15 16 17 18 19 20 21 22 23

0 1 2 3 19 4 20 18 14 7 22 10 8 9 17 23 5 6 21 12 16 11 15 13
1 2 0 3 18 19 4 14 20 22 17 23 16 5 7 21 10 15 8 6 9 13 12 11
2 1 3 0 18 4 19 14 20 22 17 5 23 16 7 15 6 8 10 9 13 21 12 11
3 2 4 0 1 18 14 19 5 20 6 17 7 22 16 8 15 23 13 10 9 12 11 21
4 3 2 0 1 18 5 6 14 19 7 8 20 9 10 13 17 15 11 16 22 12 23 21
5 14 13 4 18 3 15 2 6 1 0 17 16 19 23 7 22 8 20 9 10 11 12 21
6 4 8 7 11 3 9 5 0 2 10 12 1 14 19 18 20 13 15 17 16 22 23 21
7 8 9 10 12 11 6 19 0 4 20 3 2 1 18 21 5 14 22 17 23 16 13 15
8 7 9 11 12 10 6 4 0 19 3 20 2 1 18 5 21 14 22 17 23 13 16 15
9 12 8 7 10 11 19 6 20 0 4 3 2 1 21 18 14 5 22 17 23 16 13 15
10 12 9 7 8 11 19 20 0 4 1 6 2 3 21 18 22 14 5 23 17 16 15 13
11 8 9 12 7 10 6 19 4 0 20 3 2 1 21 | 18 5 14 | 22 | 17 | 23 | 13 | 16 | 15
12 9 10 | 11 8 7 19 | 20 0 6 4 3 1 2 21 | 18 | 22 | 14 5 23 | 17 | 16 | 15 | 13
13 15 5 14 | 18 | 16 | 17 3 4 2 1 23 0 22 6 19 | 20 7 8 9 10 | 11 | 21 | 12
14 18 | 15 5 3 17 2 16 | 13 1 4 0 23 | 22 | 19 6 20 7 8 10 9 21 | 12 | 11
15 16 | 13 | 14 | 17 | 18 5 23 3 2 1 22 4 0 19 6 20 7 21 8 10 9 12 | 11
16 17 | 15 | 23 | 18 | 14 | 22 | 13 1 2 3 5 0 4 19 | 20 | 21 6 7 10 8 9 12 | 11
17 16 | 23 | 18 | 15 | 14 | 22 1 2 3 13 0 5 4 19 | 20 | 21 6 7 10 8 9 12 | 11
18 14 2 3 1 17 | 16 0 4 15 | 23 5 22 | 13 | 19 | 20 6 7 21 8 10 9 12 | 11
19 20 0 1 2 3 21 | 10 7 4 22 9 18 | 12 8 14 | 23 | 11 | 17 6 16 5 15 | 13
20 19 | 21 0 1 2 10 | 22 3 7 9 12 4 8 18 | 23 | 11 | 14 | 17 6 16 5 15 | 13
21 20 | 19 | 22 0 1 10 2 23 | 12 3 9 7 18 8 4 17 | 16 | 11 | 14 6 15 5 13
22 23 | 17 1 16 | 18 2 0 19 | 20 3 21 | 14 | 15 4 5 13 | 10 7 9 8 12 6 11
23 22 17 16 18 1 14 15 2 0 3 19 20 21 4 13 5 7 10 6 8 9 12 11

Chapter 7 — Appendices

Distance map values and image for the left indegei containing 23 marked minutiae. The valugbénf' column refer to each minutia in
order of placement, hence thédblumn in the image being a ramp. The columrer ef the next nearest minutiae from left to rigtith the
right-most column containing the furthest.
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7.4.3 Sample data extracted from a reference image and related movement images

— N
B & <« 0 0 « O O « O B « O O « o 0 « 2 O «< b & <« b a «< 8 8 &
S S5 5 5 5§ £ 22828 s 3 3888825 558232288 855 =
Reference
image 32 33 120 32 42 63 33 44 76 40 42 46 44 49 41 35 54 61 57 96 8 64 70 77 51 64 133 29 35 114
1 29 41 136 29 41 76 41 47 74 44 41 39 47 53 47 32 63 48 63 108 3 75 68 73 51 75 153 33 32 96
2 29 44 144 29 34 75 44 44 75 39 34 46 44 54 53 33 65 46 68 107 3 74 68 72 51 74 158 28 33 98
3 30 42 138 30 33 86 42 51 71 43 33 44 51 54 47 27 63 54 65 107 8 71 63 71 51 71 159 30 27 106
4 36 27 133 36 42 65 27 36 85 43 42 51 36 43 39 33 57 55 58 101 3 67 68 74 61 67 127 35 33 112
5 37 30 127 37 39 74 30 45 70 46 39 51 45 45 39 33 57 51 61 106 7 71 66 77 62 71 124 39 33 101
6 33 29 121 33 41 63 29 35 83 40 41 48 35 43 41 35 59 55 60 100 5 69 67 78 66 69 121 34 35 101
é 7 31 31 133 31 38 70 31 32 81 40 38 46 32 41 49 36 59 58 62 102 4 63 71 8 64 63 126 35 36 117
g 8 29 35 132 29 36 72 35 33 73 39 36 45 33 41 56 35 61 48 61 99 5 64 75 90 63 64 127 41 35 103
é 9 31 26 156 31 38 86 26 47 93 47 38 41 47 55 29 33 67 46 66 113 2 73 71 75 49 73 144 33 33 100
2 10 36 31 122 36 40 68 31 45 72 43 40 52 45 46 39 34 65 48 60 102 7 65 67 80 55 65 142 36 34 104
% 11 39 27 118 39 44 73 27 44 72 50 44 49 44 43 36 31 59 58 54 102 12 74 71 71 62 74 132 32 31 110
= 12 39 33 106 39 43 58 33 48 59 40 43 57 48 42 43 33 60 49 62 101 5 71 70 75 61 71 136 35 33 102
13 |38 29 122 38 44 60 29 41 78 41 44 53 41 44 39 33 57 59 63 104 4 69 73 74 63 69 131 32 33 110
14 |36 31 114 36 41 67 31 47 65 43 41 51 47 44 40 32 59 53 60 101 8 67 66 79 62 67 130 32 32 106
15 |40 24 125 40 42 67 24 42 74 46 42 54 42 42 33 36 57 52 57 102 6 71 70 74 56 71 132 31 36 103
16 |38 24 133 38 41 78 24 42 72 50 41 48 42 41 34 35 62 51 61 110 8 65 69 79 57 65 130 36 35 101
17 |25 46 114 25 38 64 46 49 67 35 38 40 49 51 54 31 55 55 63 97 6 73 71 77 58 73 141 34 31 104
18 |25 41 122 25 36 71 41 48 73 37 36 40 48 53 47 30 60 47 66 101 9 72 67 79 52 72 152 34 30 104

Data extracted from reference imag (dw)of the left index finger and all movement ireagsubsequent rows) from that finger. The columns
refer to the variables D1, D2 and A for each miadtito 10
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7.4.4 Sample of the difference data calculated from the reference and movement images
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Values for the differences for the left index fingmages obtained by subtracting movement image fiam reference image data.
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7.4.5 Sample of covariance values returned from Matlab

g N < g N < g N < g 8 g

s s = S S s g g s g g s

mipy 2378104 0 0 0 0 0 0 0 0 0 0 0

M1D2 0 4932352 0 0 0 0 0 0 0 0 0 0

M1A 0 0 143.2026 0 0 0 0 0 0 . . 0 0 0

M2D1 0 0 0 2378104 0 0 0 0 0 . . 0 0 0

M2D2 0 0 0 0 105 0 0 0 0 . . 0 0 0

M2A 0 0 0 0 0 0089065 0 0 0 . . 0 0 0

M3D1 0 0 0 0 0 0 4932352 0 0 . . 0 0 0

M3D2 0 0 0 0 0 0 0 3220022 0 . . 0 0 0

M3A 0 0 0 0 0 0 0 0 0003477 . . 0 0 0

0 0 0

0 0 0

M10D1 0 0 0 0 0 0 0 0 0 0 0 9398692 0 0

M10D2 0 0 0 0 0 0 0 0 0 0 0 0 >040751 0
M10A 0 0 0 0 0 0 0 0 0 0 0 0 0 27.05882

Sample of covariance matrix for the difference ealtor the left index finger images, returned frim@ Matlab “cov” function. Note that the
non-zero values are the variance values for eagabla. The zero values represent the covariandagsh in each finger’s instances, were
insignificant and therefore assigned the zero value
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7.4.6 Sample of mean values returned from Matlab

M1D1 -1.38889
M1D2 0.166667
M1A -7.55556
M2D1 -1.38889
M2D2 2.5
M2A -7.72222
M3D1 0.166667
M3D2 0.888889
M3A 1.722222
M4D1 -2.55556
M4D2 2.5
M4A -1.5
M5D1 0.888889
M5D2 2.611111
M5A -1.5
M6D1 2.111111
M6ED2 -6.27778
M6A 9.166667
M7D1 -4.66667
M7D2 -7.5
M7A 2.166667
M8D1 -5.66667
M8D2 1.055556
M8A 0.111111
M9D1 -7
MOD2 -5.66667
MO9A -3.94444
M10D1 -4.88889
miop2  2.111111
M10A 9.666667

Average values for the difference values for tlieihelex finger images, returned from the
Matlab “mean” function.
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7.4.7 Descriptive statistics on means and variances from finger data

min average  median max
angles mu -7.72222 0.061111 -0.69444 9.666667
sigma 6.617647 56.83758 42.5 143.2026
distances mu -7.5 -1.6 -0.61111 2.611111

sigma 5.045752 20.04477 15.54248 49.32353

Descriptive statistics for the variances and mediise difference values as returned from
Matlab, with reference to the left index fingerotd the actual mean/median values are close

to zero, as they were assigned for probability ewealculation.

7.4.8 Generic values for means and variances from finger data

min average median max
angles mu -9.92778 0.650556 1.1 10.17778
sigma 6.864706 52.69997 43.4134 134.6144

distances mu -7.26667 -0.27 0.16667 6.244444
sigma 4927451 19.43193 14.4116 58.53072

Descriptive statistics for the variances and meditse difference values as returned from
Matlab for all fingers. The values highlightedred are those used in the generic covariance

matrix.
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7.4.9 Example of test within-source and another within-source image

Compared left index finger and a within-source ddai®
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7.4.10 Example of test within-source and other within-source data

M1D1 M1D2 M1A M2D1 M2D2 M2A M3D1 M3D2 M3A
Reference image 40 42 41 29 40 72 29 42 67
Candidate image 39 42 44 31 39 74 31 42 62

M4D1 M4D2 M4A M5D1 M5D2 M5A M6D1 M6D2 M6A
Reference image 53 86 166 56 102 123 53 119 154
Candidate image 64 87 161 71 72 125 64 115 178

M7D1 M7D2 M7A M8D1 M8D2 M8A M9OD1 M9D2 M9A
Reference image 56 115 117 31 86 135 73 142 30
Candidate image 71 86 117 30 95 147 66 146 30

M10D1 M10D2 M10A M11D1 M11D2 M11A M12D1 M12D2 M12A
Reference image 39 47 158 31 123 52 73 86 125
Candidate image 40 59 149 30 107 71 66 95 129

M13D1 M13D2 M13A M14D1 M14D2 M14A M15D1 M15D2 M15A
Reference image 59 47 7 39 83 54 115 108 78
Candidate image 50 59 81 40 91 50 86 112 78

M16D1 M16D2 M16A M17D1 M17D2 M17A M18D1 M18D2 M18A
Reference image 124 125 68 174 210 15 59 67 43
Candidate image 113 149 55 140 166 16 50 71 55

M19D1 M19D2 M19A M20D1 M20D2 M20A
Reference image 119 169 8 108 124 110
Candidate image 115 180 1 112 113 119

Example reference and test data for a within-so(oaedidate) comparison of 20 minutiae.
The values shown are the raw measurements takeadbrvariable. To calculate the
probabilities, the data (above) is input into Miflthe differences calculated, and then those
differences compared against the generic mean amahees.
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7.4.11 Example of probabilities calculated for a within-source comparison for
varied numbers of minutiae

ks >

2 c £y

€ T 9 %
© Zaow

5 552,
Eeo © w»n Y O
£ S % ES
= as&
1 4.03E-04
2 1.53E-07
3 4.92E-11
4 7.56E-16
5 8.79E-32
6 4.93E-39
7 2.72E-54
8 3.78E-59
9 3.19E-63
10 1.60E-68
11 3.14E-76
12 4.29E-81
13 5.07E-87
14 3.68E-91
15 4.39E-104
16 6.47E-116
17 8.09E-154
18 7.65E-159
19 6.37E-164
20 3.92E-169

The probabilities that the samples in Section a# %rom the same source, for an increasing
number of minutiae. In this instance the compameates are from the same left index
finger.
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7.4.12 Example of test within-source and between-source images

Compared left index finger and an AFIS nominateivben-source candidate

7.4.13 Example of test within-source and between-source data

M1D1 M1D2 M1A M2D1 M2D2 M2A M3D1 M3D2 M3A
Reference image 118 121 137 48 118 123 90 98 69
Candidate image 142 145 110 29 142 141 91 106 a7

M4D1 M4D2 M4A M5D1 M5D2 M5A M6D1 M6D2 MG6A

Reference image 96 123 21 48 96 112 90 108 59
Candidate image 65 78 21 29 65 106 91 80 76
M7D1 M7D2 M7A M8D1 M8D2 MB8A M9D1 M9D2 M9A
Reference image 98 108 52 147 169 70 115 139 103
Candidate image 106 80 57 212 166 62 91 108 118
M10D1 M10D2 M10A M11D1 M11D2 M11A M12D1 M12D2 M12A
Reference image 68 120 61 117 199 73 68 105 85
Candidate image 87 98 93 136 221 65 87 135 47

M13D1 M13D2 M13A M14D1 M14D2 M14A M15D1 M15D2 M15A
Reference image 117 164 149 110 139 111 105 120 34
Candidate image 136 160 150 119 108 93 135 98 40

M16D1 M16D2 M16A
Reference image 164 223 59
Candidate image 160 218 64

Example reference and test data for a between-sgoandidate) comparison of 16 minutiae.
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7.4.14 Example of probabilities calculated for a between-source comparison for
varied numbers of minutiae

2

2 28,

€ T 9 g

T Zawv

s 55,

e c wn Y5

E 8% ES5

= asS&E S
1 5.97E-20
2 4.20E-35
3 3.60E-41
4 6.95E-78
5 3.75E-96
6 1.84E-109
7 2.18E-122
8 2.59E-173
9 9.21E-195
10 9.03E-212
11 7.99E-225
12 3.27E-248
13 8.93E-256
14 4.22E-272
15 4.62E-291
16 5.71E-295

The probabilities that the samples in 7.4.12 avenfthe same source, for an increasing
number of minutiae. In this instance the compameabes are from the left index finger and
an AFIS nominated between-source candidate.
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7.5 DVD contents
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Note that images from persons not being the danthis research have not been included. If

there is a specific requirement for these imagesatithor must be contacted to obtain

permission and these images.

Folder

7.5.1 Data collection

» Comparisons

Contents

o All minutiae comparison data Summaries of all within- and between-source

o All minutiae comparison
output

probabilities for incrementing numbers of
minutiae. See Excel spread sheets “all cases
data (log) 18” and “all me (log) 18”. This

data was the basis for the slopes for the mean
probabilities.

Probabilities for incrementing numbers of
minutiae for each comparison, for within and
between-source comparisons. “between-
source 18" for between-source “ and “me 18"
for within-source.

0 Test cases compared to slopeBredicted mean slopes for within- and

o Testing of sensitivity and
moved minutiae

* Image data

0 Reference images

o0 Test latents

between-source cases and all test cases
plotted against the slopes. See Excel spread
sheet “predicted means for within &between-
source 3.

Separate folders containing the
experimentation for testing model sensitivity.
This folder also contains test images, “17 at
1000 DPL.tif" and “section of 17 at 1000
DPL.tif” being a test latent image, and “17a”
and “section of 17a” being the test reference
image.

All reference images used in the research.

All latent images as used to test the model.
These include AFIS nominated between-
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o Within-source images

7.5.2 Miscellaneous

Best case probability density slope

Calibration image

Camera config

Distance angle function

File copier

Grid error

Pressure
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source cases, further comparisons from the
donor (within-source) and known error from
WWW.onin.com

All test images from the donor. These are the
images of each finger with induced
distortion.

In each finger’s folder, there are the
distortion images, and various Excel spread
sheets. The sheet titled “BC_LI_ref” (in this
case for the Left Index finger) contains
measurements for the reference image in the
first row and all movement images in the
subsequent rows.

Test images and data for calculating the best
case scenario (where there are no differences)
in which an image is compared with a
duplicate of itself. See the Excel spread sheet
“best case scenario”.

Sample (“resized mm grid.tif") image and
target image (“ref grid.tif")for systemic
distortion correction.

Nikon camera configuration files

Excel spread sheet showing the calculations
for the effect on angle between three
minutiae for varied distances between the
minutiae.

Executable and VB source for the file
copier/naming application.

Excel spread sheet showing the potential
error generated when using digital images as
the basis for measurement.

Images and data for calculating actual
pressure on the surface of the skin.

193



Chapter 7 — Appendices

» Test folder from C drive Ini file for V++ and, reference and target
images for systemic distortion correction.

7.5.3 Scripts

* Process 10 V++ scripts and Matlab scripts
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